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Abstract

Results of extensive molecular dynamics simulations of freezing of neat water and aqueous sodium chloride solutions are reported. The process
of water freezing in contact with an ice patch is analyzed at a molecular level and a robust simulation protocol within the employed force field is
established. Upon addition of a small amount of NaCl brine rejection from the freezing salt solution is observed and the anti-freeze effect of the
added salt is described.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Water freezing is a ubiquitous natural seasonal phenomenon in
mid-latitudes, which is also daily encountered in refrigeration
processes. Nevertheless, modeling studies of water freezing with
atomistic resolution are relatively new and rare. This is due to the
fact that molecular simulations of crystallizations in general are
considered to be difficult, primarily due to complicated potential
energy landscapes and long time scales involved [1–3]. As amatter
of fact, we are aware of only a single successful molecular
dynamics (MD) simulation of freezing of bulk water from scratch
[1]. In this extremely long simulation an ice nucleuswas eventually
formed spontaneously and, consequently, the whole system froze.

In order to facilitate the simulations of the freezing process,
several researchers proceeded by putting a box of water in direct
contact with a pre-built ice patch [4–15]. Doing this one gives
up on simulating the rare event of the spontaneous formation of
an ice nucleus, which is the first step for homogeneous ice
freezing. One gains, however, immensely in computational
efficiency, being still able to study ice growths and ice/water
coexistence. In general, MD simulations with simple water
potentials, such as the SPC/E model [16], describe the aqueous
liquid and ice phases quite realistically, except that they tend to
give too low melting points [17]. A recent, 6-site water model,
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specifically developed for water/ice simulations provides a
significant improvement in this respect [11,18].

Most recently, we have extended the above simulation
approach to modeling of brine rejection from freezing salt
solutions [19]. This Letter has reported on first molecular
simulation which shows expulsion of aqueous salt ions by the
proceeding freezing front. Brine rejection is a direct demonstra-
tion of the immense disparity in salt solubilities in water (molar
values) and ice (micromolar at best). Indeed, above the eutectic
point of a given salt (e.g., −21.1 °C for NaCl) the solution
freezes as pure ice and salt ions are expelled into the unfrozen
part of the system. This effect has important climatic
consequences during ocean freezing at high latitudes [20,21],
and it has been also invoked in impact droplet freezing in the
process of thundercloud electrification [22]. The present study
represents a major extension of our previous work, which
provides a detailed account on a series of new MD simulations
of freezing of neat water and salt solutions in contact with a
patch of ice. With a sufficient amount of simulation data and
after a detailed analysis in terms of time-dependent density
profiles and hydrogen bonding we can extract general patterns
of the freezing behavior within the present force field.

2. Computational methodology and simulation setup

Classical equations of motion for the sub-microsecond
production MD runs were solved numerically with the timestep
of 1 fs. Peridic boundary conditions with prismatic unit cells of
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Table 1
Properties of the simulation cells with water/ice interfaces (S = solid, L = liquid)

Simulation
cell code

Building block Simulation cell properties

Water molecules Approximate dimensions
(xyz/Å)

Construction
scheme

Total number of
water molecules

Approximate dimensions
(xyz/Å)

Cutoff distance
(Å)

box072 72 13×15×10 S–L–L 216 13×15×32 6
box144 144 13×15×21 S–L 288 13×15×42 6
box180 180 22×23×11 S–L–L–L 720 22×23×43 9
box360 360 22×23×22 S–L 720 22×23×43 9
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different sizes were employed (see below). For each unit cell, a
cutoff distance for van der Waals and Coulomb interactions was
chosen close to one half of the smallest size of the unit cell. A
smooth particle mesh Ewald procedure [23] was used to account
for the long-range electrostatic interactions. All oxygen–
hydrogen bonds were constrained by the SHAKE algorithm
[24]. Temperature was kept at a desired value using the
Berendsen coupling scheme [25]. For constant pressure
simulations, the pressure was held at 1 atm. Use of an
anisotropic pressure coupling was necessary due to the inherent
anisotropy present in the initial ice/water layered structures.
Note, however, that this anisotropy is relatively weak compared
to the large pressure fluctuations in water. All simulations were
carried out using the PMEMD program (version 3.1) [26],
which is based on the AMBER 7 software package [27]. Water
molecules were described by the rigid SPC/E potential [16],
while the potential parameters the Na+ and Cl− were taken as
the non-polarizable version from Ref. [28].

For the construction of the simulation cell we followed the
procedure outlined by Hayward and Haymet [7]. A unit cell of
the shape of a rectangular prism of proton disordered cubic ice
[29] with zero overall dipole moment was equilibrated at 200 K.
The same unit cell was then melted and equilibrated at 300 K.
One such solid and one or several such liquid “building blocks”
were then put together to create the desired ice(111)/water
interfaces, and three-dimensional periodic boundary conditions
were applied. Several simulation cells of different sizes were
prepared this way. The detailed properties of all these unit cells
are summarized in Table 1. Simulation cells containing salt
water were prepared using the two cells presented at the bottom
of Table 1 by replacing randomly chosen liquid phase water
molecules by an appropriate number of sodium and chloride
ions, as described in detail in Table 2.

To equilibrate the ice/water interface, we again adapted for
our purpose the procedure described in detail by Hayward and
Haymet [7]. Positions of ice phase water molecules were kept
fixed during the equilibration process. Several consecutive
Table 2
Properties of the simulation cells with salt water/ice interfaces

Simulation
cell code

Ice/water
interface

Number of
NaCl ion pairs

Approximate
concentration

box180s02 box180 2 0.15 M
box180s04 box180 4 0.3 M
box360s01 box360 1 0.07 M
box360s02 box360 2 0.15 M
box360s05 box360 5 0.4 M
constant volume runs with different timesteps ranging from 0.1
to 1.0 fs and temperature fixed at 300 K were used to remove
potential bad contacts introduced during the simulation cell
construction. 50 ps constant volume simulations, followed by
100 ps constant pressure runs were used to provide relaxed
systems. Finally, velocities of the solid phase water molecules
were assigned their original values.

Long, sub-microsecond production runs then followed with
all water molecules moving freely. Vega et al. recently reported
estimates of melting points of several widely used water models
[17]. Based on these results, the temperature in the simulations
was constrained at different values ranging from −15° to +15°
from 215 K, which is the estimated melting point of the SPC/E
water model [17]. In the following text, this melting point is
assigned the relative value of 0°.

The resulting trajectories were analyzed in terms of density
profiles. The simulation box was divided into 0.2 Å thick slices
parallel to the interface and distributions of oxygen atoms and
both ions were recorded. Fig. 1 displays the simulation cell of
the system box180 (Table 1) together with the oxygen density
profile. Note the characteristic repeating double-peak pattern of
the density plot in the left part of the figure corresponding to the
ice bilayers, while the liquid region of the simulation cell is
characterized by a uniform oxygen density.

Cubic ice, which has very similar properties to the most
common hexagonal ice (of which it is a metastable form) was
chosen as a freezing template in the present simulations. One of
Fig. 1. Simulation cell and corresponding oxygen density profile for box180.
The unit cell is periodically repeated in all three dimensions.



Table 3
Neat water freezing results (PF=partially frozen, F=frozen, M=melted)

Relative
temperature

box072 box144 box360 box180 box180 volume

Time/ns Status Time /ns Status Time /ns Status Time /ns Status Time /ns Status

−15 80 PF 100 PF 70 PF 315 F – –
−10 80 PF 75 F 90 PF 110 M 500 F
−5 80 F 85 F 60 F 60 M 180 M
0 65 F 75 F 80 PF 35 M 55 M
5 55 F 25 F 50 M 2 M 4 M
10 7 M 30 M 7 M 1 M 2 M
15 13 M 15 M 3 M <1 M 2 M
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the reasons of this choice is that cubic ice was found recently as
the phase being predominantly formed during freezing of water
droplets with radii up to 15 nm or water films up to 10 nm [30],
which are comparable in thickness to the present ice patches.
Freezing to cubic ice was reported for water confined in
nanopores, too [31]. Moreover, this type of ice is also present in
the upper atmosphere and can play an important role in cloud
formation [32–34].

3. Results and discussion

3.1. Neat water freezing

MD simulations of freezing of neat water in contact with an
ice patch provided valuable information about timescales of this
process and general behavior of the SPC/E potential model with
respect to the simulation box size and used cutoff distance.
These results are summarized in Table 3. Simulations with
box072 (for definition see Table 1) yielded complete freezing of
the system for temperatures within 5° from the estimated
melting point [17]. Observed freezing above 0° indicates the
approximate nature of the previously established melting point,
which might in fact be somewhat higher for the SPC/E water.
Note, however, that this value can be influenced also by system
size and potential cutoff distance. For lower temperatures,
Fig. 2. Time evolution of the density profiles for neat water simulations. A) box36
constant volume/constant pressure simulation). Note the partial melting after the sw
freezing was only partial during the 80 ns simulation. The
reason for this behavior is that for low temperatures the system
can get kinetically trapped in a metastable glass-like state. For
the box144 simulations, the freezing times are comparable to
the previous case, however, complete freezing could be
observed even for −10°. The latter system has initially a
relatively smaller portion of the unit cell in the liquid phase than
the former, which might turn favorable for overcoming the
kinetic barriers during freezing.

For the box360 system, complete freezing was observed
only for the simulation at −5° (see Table 3 and Fig. 2A).
Melting occurred for all runs with temperature above the
melting point, indicating that the melting temperature has
somewhat decreased compared to the box144 system. This is
most likely due to the small increase of the cutoff distance.

In both box144 and box360 simulation cells half of the
volume is initially in the solid (ice) phase. In order to investigate
the influence of periodicity and the width of the ice patch, we
created a system of the same total size as box360, however, with
a significantly reduced width of the initial portion in the ice
phase (i.e., four oxygen bilayers in the z-direction). In this
system, ice initially occupies only one quarter of the unit cell.
The resulting system is denoted as box180. As can be seen from
the Table 3, this system melts for all but one temperature
(−15°), where it takes roughly 300 ns to completely freeze the
0 at −5° B) box180 at −15° C) box180 at −5° D) box180 at −10° (combined
itch to constant pressure around 150 ns.



Fig. 3. Snapshots from the simulation of the box180 system at −15°. A) 1 ns, B) 100 ns, C) 200 ns, and D) 350 ns.

67L. Vrbka, P. Jungwirth / Journal of Molecular Liquids 134 (2007) 64–70
whole unit cell (Fig. 2B). For the simulations where melting
occurred it took considerable time to melt the ice at low
temperatures, where interfaces tend to be kinetically stable and
do not change for almost the whole simulation (see Fig. 2C, for
example). It is worth mentioning that the initial structure should
have four double-peaks in the density profile. The density
profiles for the initial phase production runs have, however,
only three well developed double-peaks, which indicates a
certain degree of pre-melting of the interface.

Since we observed melting even for temperatures below the
estimated 0° for the constant pressure simulations, we also
attempted to start the MD runs with a constant volume for the
box180 system and temperatures from −10 to +15°. With this
mixed constant volume/constant pressure procedure we aimed
at avoiding the effect of the pre-melting (and possible
destruction of the ice part of the unit cell) by allowing for
new ice to form at the interface before switching to constant
pressure. Temperatures above −10° led again to ice melting,
however, on a much longer time scale. The production run at
−10° showed partial freezing at constant volume, so after
Table 4
Salt water freezing results (PF=partially frozen, F=frozen, M=melted)

Relative
temperature

box180s02 box180s04

Time /ns Status Time Time

−15 350 F 625 F
−10 30 (375) M (F) 19 (810) M (F)
−5 10 (310) M (F) 26 (95) M (M)
0 5 (10) M (M) 6 (75) M (M)
5 2 M 6 M
10 1 M <1 M
15 2 M <1 M

Values in parentheses are coming from simulations employing constant pressure con
150 ns we switched to a constant pressure scheme. The change
in the density profile (Fig. 2D, ~150 ns) shows the consequent
immediate pre-melting of the interface. An already frozen part
of the interface melted and it took another 100 ns for the
freezing process to start again. The system than completely
froze after 500 ns of a total simulation time.

Fig. 3 shows snapshots from the standard, constant pressure
simulation of system box180 15° below the melting point. Note
the gradual build up of the solid ice phase in the unit cell with
increasing time. The last snapshot at 350 ns already corresponds to
a completely frozen sample (in Table 3we report a freezing time of
315 ns). According to the density profiles, the unit cell has indeed
an ice phase character after 315 ns. However, to completely satisfy
the ice rules, some very slowwater rearrangements on a time scale
exceeding the present simulations have to take place in the region
where the two freezing fronts meet (Fig. 3D).

The principal aim of these numerous simulations and
analysis thereof was to obtain a detailed understanding of the
in silico water freezing/melting processes and to establish a
robust and reliable simulation protocol. We have obtained a
box360s01 box360s02 box360s05

Time Status Time Status Time Status

215 PF 310 F 560 F
210 F 380 F 620 F
215 F 155 F 1200 PF
205 M 620 M 65 M
20 M 38 M 52 M
5 M 8 M 10 M
3 M 4 M 3 M

ditions.



Fig. 4. Time evolution of the density profiles for salt water freezing simulations. Trajectories of Na+ and Cl− ions are displayed as black lines. Temperature was held at
−10° in all cases. (A) box180 with two NaCl ion pairs, (B) box180 with four ion pairs, 9C) box360 with two ion pairs, and (D) box360 with five ion pairs.
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general microscopic (molecular) picture of neat water freezing,
melting, and premelting, the details of which (e.g., exact
melting temperature and freezing/melting timescales) can,
however, depend on the particular choice of water force field.

3.2. Salt solution freezing

Calculations of neat water freezing were followed by
simulations of brine rejection from freezing aqueous salt
solutions. To this end, varying amounts of sodium and chloride
ions were added to the liquid part of the simulation cell (for
detailed definitions of the investigated systems see Table 2).
The principal results are summarized in Table 4.
Fig. 5. Snapshots from the box180 constant volume simulation with four NaCl ion p
200 ns, (B) 400 ns, (C) 600 ns, and (D) 815 ns.
The first thing to note is that the time needed to freeze the salt
containing systems generally increased compared to that for
neat water (compare Table 4 with Table 3). This is a
microscopic demonstration of the kinetic anti-freeze effect of
the added salt. E.g., for the system with the small ice template
(built from box180), freezing was observed only for the lowest
studied temperature (−15°) and it took 350 ns (625 ns) for the
systems with two (four) NaCl ion pairs to freeze, while the
corresponding neat water cell froze in 315 ns. Within the present
temperature grid we have seen little effect of salt on the freezing
temperature. For the present low salt content the depression of
the freezing temperature is expected to be small and it would
probably be computationally very tedious to capture it
airs at −10°. Na+ and Cl− are given as light and dark spheres, respectively. (A)



Fig. 6. Numbers of donor hydrogen bonds per water molecules for the simulation depicted in Fig. 5. The plots are 1 ns averages taken at (A) 200 ns, (B) 400 ns, (C)
600 ns, and (D) 815 ns. Water–water and water–chloride hydrogen bonds are given as dashed and dotted lines, respectively. Solid line gives the total number of donor
hydrogen bonds that a water molecule forms.
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quantitatively. The problem for more concentrated salt solutions
is that we were not able to freeze ice out of them within a
reasonable computer time.

Similarly to the neat water systems, under initial constant
volume conditions it is possible to observe freezing also for
slightly higher temperatures (Table 4). The box180 cell with two
NaCl ion pairs freezes within a time comparable to that for the
constant pressure simulation (see Fig. 4A for the time evolution
of the density profile at −10°). In the case of the same cell with
four ion pairs, the only simulation that provided full freezing was
that performed at −10° (Fig. 4B). However, the time needed to
fully freeze the sample was very long (810 ns). Snapshots from
the course of this simulation are given in Fig. 5. We clearly see
from Figs. 4 and 5 the process of salt rejection into the unfrozen
remainder of the system. Only occasionally can an ion get
trapped in the ice phase, such as one of the chlorides in Fig. 5D.

In the case of systems with a larger ice template (box360) the
effect of salt on the freezing process is even more profound (see
Fig. 4C and D). Freezing of systems with 5 NaCl ion pairs takes
approximately 6–8 times longer than in case of analogous neat
water cells. In this case we did not observe any problems with
the initial premelting of the ice part of the cell, since this ice
patch is initially large enough not to melt even at temperature
close to 0°. For this reason, we were able to observe at least
partial freezing up to −5°.

To characterize the hydrogen bonding network in ice and
liquid water we analyzed the number of donor hydrogen bonds
per each water molecule. A hydrogen bond was defined
geometrically as an arrangement where the distance between the
water oxygen and the second heavy atom (another water oxygen
or chloride) was smaller than 3.5 Å and the angle (H–O–X,
X=O or Cl−) was smaller than 30°. In ice with a perfect
tetrahedral hydrogen bonding arrangement this number should
be two with each water molecule donating two and accepting
two hydrogen bonds. In the liquid part of the cell we find that
approximately 1.8 donor hydrogen bonds per water molecule
are formed. The results of this hydrogen bond analysis for the
simulation depicted in Fig. 5 are displayed in Fig. 6. In the ice
part of the system, the number of donor hydrogen bonds to other
water molecules (dashed line) is two per water molecule,
whereas in the liquid part this value slightly drops, as discussed
above. In the vicinity of chloride ions, the number of water–
water hydrogen bonds is further decreased, while water–
chloride hydrogen bonds appear. When these are numbers are
added up (solid line in Fig. 6D) they show an almost perfect
tetra-coordination of each water molecule even in the
uncompletely frozen brine part of the cell.

4. Summary and conclusions

We have presented results of extensive molecular dynamics
simulations of freezing of neat water and aqueous sodium
chloride solutions in contact with an ice patch. The freezing and
salt rejection processes are analyzed at a molecular detail in
terms of the time evolution of the density profiles and hydrogen
bonding patterns, and a robust simulation protocol within the
employed force field is established. Addition of salt slows down
the water freezing process, which occurs for the SPC/E model
and employed ∼4 nm cell size at the sub-microsecond time
scale.

In the future, it will be interesting to establish how the
quantitative results of the simulations, such as freezing/melting
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points, freezing times, salt effects, etc. depend on the particular
choice of water potential [18,35].
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