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A Letter from the Editor-in-Chief 

I am very happy to present Volume X of the Journal of Undergraduate Chemical Engineering 

Research (JUCER), which is a peer-reviewed journal that has been published annually by the 

Department of Chemical and Molecular Engineering since May 2012. The journal is created to 

highlight the research efforts of the graduating class in the Chemical and Molecular Engineering 

program. The current volume includes original research papers from eight different groups 

among the graduating class.  

At the beginning of the senior year, each group chooses an advisor among the faculty of the 

Chemical Engineering department and pursues a topic that is under investigation by their 

advisor. In the first semester, each group generates a hypothesis regarding their topic and must 

defend their thesis proposal in front of a panel of experts, consisting of faculty members and 

advisors from the Chemical Engineering department. During the second semester, each group 

conducts research to attempt to confirm their hypothesis and writes a paper to discuss all of their 

findings. The papers go through a peer-review process where they are reviewed by experts in the 

field in order to uphold the high-quality standard of the JUCER publication. All of the papers in 

this publication include original findings from each group, which helps to provide a new and 

exciting perspective on each topic that is presented. The most exciting thing about senior 

research is that it is the culmination of all the hard work completed by the members of the 

graduating class over the last four years and as such, the class puts all of their acquired research 

and writing skills to the test. I believe the class has done a tremendous job this year and I am 

very proud to help put together something that all members of the class can take with them as 

they move on to the next chapter of their lives.    

In conclusion, I would like to thank all of the expert reviewers for contributing to the quality of 

the work published in this volume of JUCER. I would also like to thank our faculty advisor, Dr. 

Miriam Rafailovich, and our graduate advisors, Jessica Hofflich and Yu-Chung Lin, and the 

faculty advisors for each group for all of their guidance and support this past year. I also would 

like to wish every member of the graduating class best of luck in all future endeavors.  

Sincerely, 

Nathan Aragon 

Editor-in-Chief, JUCER  
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Exploring the applicability of aerogel and CPC in an integrated spray for 

viral protection and N95 level protection while maintaining breathability 

of surgical masks 

 
 

Yuya Babaa, Rui Chena, Andrew Sutjahjoa, James Yanga  

 
aDepartment of Materials Science and Chemical Engineering, Stony Brook University, Stony Brook, NY 11794, USA 

 

 

Abstract 

The COVID-19 pandemic led to a significant increase in face coverings around the world. Surgical masks 

have been used widely due to their cost and availability. However, they have a lower filtration performance 

compared to an N95 respirator’s performance. While N95 respirators have high performance, they have reduced 

breathability, making it harder for people to breath, especially those with respiratory problems. We propose a way 

for a surgical mask to have both the filtration capability and the protection of an N95 respirator while maintaining 

the mask’s original breathability. We are utilizing a proprietary blend of an aerogel mixture provided by Estée 

Lauder Inc. As aerogels have pores on the scale of tens of nanometers, they are at a perfect porosity where they 

allow air to flow freely while acting as a barrier for larger particles such as the novel coronavirus. The aerogel 

samples were all sprayed onto the outer surfaces of masks. Cryo-scanning electron microscopy (SEM) images 

showed the porosity of K-1 and W-1 cast films to be between 10 nm and 50 nm in diameter. Air penetrability was 

tested using a gas permeability instrument containing pressurized air and results showed no discernable difference 

between the permeability of the control group and the sprayed surgical masks. Tests using cetylpyridinium 

chloride (CPC) - a chemical compound known to have antiviral properties - integrated mouthwash spray resulted 

in four orders of magnitude decrease in H1N1 viral concentration, but a deeper penetration of the viral particle 

than as compared to a control sample. The results indicate a strong possibility for a surgical mask that will have 

improved filtration performance, while maintaining air flow performance.  

 

Keywords: aerogel, COVID-19, CPC, surgical masks, breathability, permeability, filtration, antiviral, N95 

respirator 
 

1. Introduction 

Since the beginning of the COVID-19 pandemic 

in March 2020, the usage of face coverings has risen 

exponentially. The SARS-CoV-2 virus is known to 

spread easily through inhalation of the aerosols, 

physical contact of contaminated surfaces, or direct 

deposition of emitted droplets on mucosal surfaces 

such as the eyes and mouth1.  To fight this pandemic, 

many health experts have suggested everyone to 

wear masks and to practice hand hygiene to mitigate 

disease transmission2. A plethora of research has 

indicated that masks can help protect individuals 

from contacting the virus. Wearing masks also 

prevents infected individuals from transmitting the 

virus to others around them. Due to their cost and 

availability, surgical masks have been widely used 

around the world. These masks have become a 

standard for daily life and are pivotal for fighting 

against the pandemic.  

While the majority have turned to surgical masks, 

others went to alternatives such as homemade cloth 

masks, or N95 respirators. Per Occupational Safety 

and Health Administration (OSHA) protocol, N95 
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respirators clear the required 95% filtration 

performance3, however, the FDA has warned against 

the use of N95 respirators for people with respiratory 

problems because of its limited airflow. The higher 

the filtration performance, the poorer the 

breathability. While surgical masks are adequate in 

day-to-day life, they do not protect against prolonged 

close contact with someone who is infectious, 

especially indoors. Furthermore, trapped viral 

particles can still be dangerous as they can be easily 

transmitted from the surface of the mask to a 

person’s nose when the mask is touched. Therefore, 

we hypothesized that the integration of aerogel with 

CPC - a chemical known to have antiviral properties4 

- will be able to solve both of the aforementioned 

problems.  

Aerogels have been found to have extremely 

small pore sizes on the scale of 20 nm with low 

densities5. At this scale, these aerogels will be able to 

perfectly allow oxygen gas through to ensure 

breathability while keeping out the average aerosol 

particles that are on the scale of micrometers6. We 

decided to explore CPC and its possibilities in 

virucidal potentials on a mask surface since they are 

both effective at killing viruses and nontoxic to the 

human body for concentrations up 1,000 μg/mL, or 

less than 0.1%7. The usage of aerogels will be able to 

prevent penetration of unwanted particles while 

eliminating residual harmful viruses on the surface.  

2. Materials & Methods 

2.1 Materials 

Standard surgical masks were mainly used 

during the experiments. W-1 and K-1 aerogel 

solutions, which are proprietary solutions, were 

provided by Estée Lauder Inc.  

 

Figure 1. Type II-R CE/FDA approved surgical 

mask. 

2.2 Sample Preparation 

The aerogel samples were sprayed from directly 

above the masks and covered the entire surface. They 

were air dried in a well-ventilated area for at least 48 

hours before being tested and analyzed. 

2.3 FTIR Data 

FTIR spectrum data were collected using the 

Nicolet iS50 FTIR spectrometer. 

2.4 SEM and Confocal Microscopy 

The SEM and confocal microscope were used to 

understand and analyze the properties of the masks 

and aerogels on a microscopic level. Samples of the 

masks were cut to desired sizes using scissors. All 

SEM images were taken at the ThINC lab at Stony 

Brook University.  

2.5 Permeability of Samples 

The permeability of the samples was determined 

using the gas permeability instrument CSI-135 made 

by CSI instruments (figure 2). Samples were cut into 

51 mm diameter shapes to fit the instrument. With 

compressed air constantly flowing, the pressure 

difference was determined by measuring the change 

in height of methyl ethyl ketone (MEK) fluid rising 

in a capillary tube. 
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Figure 2. Gas permeability instrument CSI-135. 

2.6 Atmospheric Particle Counting 

The condensation particle counter CL 3775 by 

TSI measured the filtration efficiency of air particles 

roughly 10-500 µm in diameter through samples. 

Samples were cut into approximately 20 mm and 40 

mm diameter shapes to fit the instrument. 

Atmospheric air was used for all the tests and tests 

ran for a total of four minutes. 

2.7 Antiviral Property testing 

2.7.1 Cell Cultures 

Madin-Darby canine kidney cells (MDCK-2) 

from the American Type Culture Collection (ATCC 

CRL-2936) were cultured and grown in OptiPRO™ 

SFM from Gibco of Thermal Scientific with 1x 

Glutamax (Gibco), 100 units/ml penicillin, and 100 

μg/ml streptomycin. H1N1 PR8 (ATCC VR-95) 

viruses were cultured in MEM (Gibco) with 0.2% 

BSA from Sigma Aldrich. 

2.7.2 Virus Infection 

50 μL of the virus solution was put on the mask 

surface for 45 mins and left to dry at 25°C. Samples 

were separated to different layers, and the viruses 

were collected by vortexing each sample with a 5 mL 

medium. 250 μL of virus solution was added into 

each well after serial dilution. The well plates were 

placed on the rocker for 30 mins at room temperature. 

After rocking, the well plates were placed into an 

incubator at 37°C and 5% CO2 for 1 hour. The virus 

solution was replaced with MEM medium with 0.3% 

tragacanth gum (Sigma) and 0.2% BSA. After 4-day 

incubation at 33°C and 5% CO2, the samples were 

stained with 1% crystal violet (Sigma). 

2.8 Contact Angle 

The goniometer KSV CAM 200 Optical Contact 

Angle Meter was used to measure the contact angle 

of water droplets on mask surfaces. A sample was 

taped down to make the surface as flat and level with 

the platform as possible. A 7 µL droplet of water was 

placed on the sample, and the computer program, 

KSV CAM 200, calculated the contact angle which 

was recorded every 5 min.  

2.9 Aerogel Films 

Cast films of Wilsonite were made by taping a 

sheet of teflon film on the bottom of a petri dish and 

pouring the aerogel solution on top. The petri dish 

was then left on a flat surface in an oven at around 

60°F to 70°F for 3 days to dry. A razor blade was 

used to cut out the cast film out of the petri dish.  

3. Results & Discussion 

3.1 Material Properties 

Contact angles of water on the mask surfaces and 

Fourier-Transform Infrared Spectroscopy (FTIR) 

data were recorded to determine its hydrophobicity 

and material composition, respectively. Generally, a 

contact angle less than 90° indicates hydrophilic 

while anything greater than 90° is considered 

hydrophobic8. Hydrophobicity of the mask is 

important as otherwise the liquid aerosol particles 

exhaled from the nose can potentially pass through 

the filtration layers. As it can be seen in figure 3, the 

contact angle remained quite consistent over a period 

of 15 minutes, beginning at approximately 120° and 

reaching 115° by the end of the test. Since the angle 

stayed above 90°, it is clear that the mask surface is 

hydrophobic. The slight decrease in contact angle 

was most likely due to evaporation of the droplet. 

Tests done longer than 15 minutes showed a much 
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sharper decrease in contact angle due to increased 

evaporation. 

 

Figure 3. Contact angle of water droplet on surgical 

mask outer layer over 15 minutes. 

 

Figure 4. FTIR result of the outer layer (red) of the 

surgical mask matched with database results (purple 

and green). 

Based on the FTIR analysis in figure 4, the outer 

layer of the surgical mask is composed mainly of 

polypropylene, which is supported by the contact 

angle results, and vice versa, as polypropylene is a 

known hydrophobic material9. Analysis (not shown) 

was also conducted on the middle and inner layer of 

the mask. The analysis was nearly identical, 

indicating polypropylene in all three layers. 

3.2 Breathability 

3.2.1 Porosity and Coated Surface 

 

Figure 5. Cryo-SEM image of W-1 cast film, the 

black spots indicating pores on the scale of 10-50 nm 

(white scales on the congregation of particles 

indicate their diameter). 

Figure 5 shows the cryo-SEM of a W-1 film with 

a scale bar of 1 μm. The dark areas near the 

congregations of aerogel particles are nanopores 

ranging from 10-50 nms. At this size, the pores are 

capable of letting through air molecules while 

filtering out viruses. In addition to the material’s 

porosity, the samples also formed a cohesive layer on 

the first layer of the surgical masks, as shown in 

figure 6. The sprayed samples (figure 6a) show a 

properly coated surface with a smooth, non porous 

surface. Compared to figure 6b, which was before 

W-1 was sprayed on, the diameter of the crevices is 

approximately 80 μm, allowing smaller particles, 

such as aerosols, to flow past the fibers. A study had 

shown that normal respiratory activities such as 

breathing produced aerosols smaller than 0.8 μm in 

diameter while speaking produced aerosols between 

3.5 and 5 μm in diameter. While there were 

variations in the range of particle size - from as low 

as 0.3 μm to upwards of 20 μm (from activities such 

as coughing)6 - they were still smaller than the 

average diameter of the holes in the fibers.  

 



Journal of Undergraduate Chemical Engineering Research  

 

 

10 

 

 

Figure 6. Laser confocal image of outer layer of 

surgical mask with (a) and without (b) W-1 coating.  

3.2.2 Air penetrability 

Data from the CSI-135 instrument showed that 

there were no discernible differences in the air 

permeability of surgical masks and a mask with the 

aerogels sprayed on. Unfortunately, numerical data 

is not available due to the speed in which the MEK 

fluid rose in the capillary. Comparing the speeds in 

which the fluid rose shows that even with the 

aerogels sprayed on the outer layer of the surgical 

masks, it does not diminish airflow. These sprayed 

masks were also personally tested and worn for a 

period of time, ensuring their breathability. The air 

permeability of the W-1 cast film was also measured 

and showed similar results. The W-1 cast film was 

examined before and after testing to make sure there 

were not any cuts or punctures that would have 

affected the results of testing.  

 

Figure 7. Average particle counting filtration 

efficiency comparison between unsprayed, W-1-

sprayed, and K-1-sprayed surgical masks. Error bars 

indicate a 95% confidence interval. 

Particle counting results showed a more detailed 

result. In figure 7, there are noticeable differences 

between the unsprayed, W-1 sprayed, and K-1 

sprayed surgical masks. The control group had many 

variations between different samples due to batch-to-

batch variations and even within the same batch. The 

unsprayed surgical average mask filtration efficiency 

was determined to be 79.41 ± 5.60%, with a 95% 

confidence interval. In comparison, W-1 and K-1 

sprayed had an 89.56 ± 1.74% and 85.51 ± 0.05% 

filtration efficiency, respectively. Surfaces sprayed 

with K-1 had the most consistency in terms of 

percent filtered, but the W-1 sprayed mask showed 

the best filtration effectiveness overall. These results 

indicate that the aerogel sprays do indeed improve 

the filtration efficiency of surgical masks up to the 

N95 level. 

3.3 Antiviral Property 

 

Figure 8. Schematic diagram of H1N1 viral droplet 

on outer layer of surgical mask. Droplet was allowed 

to rest on the surface for 15 minutes before 

penetration data was collected and measured. 
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Figure 9. Collected data of live H1N1 viral counts 

after 15 minutes. Viral counts on all three surfaces 

were recorded with and without mouthwash 

containing CPC (MCC).  

In figure 8, a droplet of water containing about 6 

x 107 H1N1 viruses was placed on the outer layer of 

a surgical mask and observed for 15 minutes in a 

BSL-2 enclosure. After 15 minutes, the viral load 

was measured on each layer of the mask and 

displayed in figure 9. This experiment was done 

without CPC and with 0.085% CPC. Without MCC, 

most of the virus stayed alive on the first layer and 

the viral particles did not penetrate through to the 

second and third layer. Since the viruses were coated 

in a water solution and the masks are hydrophobic, 

the viral particles were trapped on the surface along 

with the water droplet. With MCC, a majority of the 

virus died, but the virus did penetrate to the second 

layer, which contained the highest concentration of 

virus. However, the third layer saw no difference 

between the two groups in viral concentration. 

Overall, the MCC caused the H1N1 viral 

concentration to be reduced by almost 4 logs. 

The contact angle of water with MCC sprayed 

mask surface is shown in figure 10. The contact angle 

was at 60° during initial measurement and quickly 

decreased to almost 40° after just 10 minutes. While 

evaporation may have played a part in this result, the 

initial contact angle was already lower than 90 

degrees, confirming that the mask is hydrophilic. The 

MCC contains surfactants and that is what we believe 

to be the main cause of this change to hydrophobicity. 

The surfactants are most likely used to ensure a 

homogeneous mixture of CPC within the mouthwash 

solution. Although the surfactants allowed the 

penetration of the viral particles into the second layer, 

the benefits of the CPC cannot be ignored. 

 

Figure 10. Contact angle of water droplet on surgical 

mask outer layer sprayed with MCC over 10 minutes. 

 

Figure 11. Collected data of live H1N1 viral counts 

after 15 minutes. Surfaces were sprayed with a 0.05% 

concentration CPC-W-1 mixture.  

Another antiviral test was performed with a CPC-

W-1 mixture, resulting in a 0.05% concentration of 

CPC within the solution. This solution was sprayed 

onto three surgical masks and the results are shown 

in figure 11. The number of surviving H1N1 viruses 

have gone up from the previous test, with only a 2-

log reduction in viral activity. This result could be 

due to either the decrease in CPC concentration, the 

nonuniform distribution of CPC within the solution, 

or a combination of both. When observing the 

mixture using the naked eye, clumps of CPC could 

be observed on the walls of the container, suggesting 

that certain areas on the mask had higher 

concentrations of CPC than others. 

4. Conclusion 
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These observations demonstrate that the aerogels 

provided by Estée Lauder can provide a mask that is 

comparable to an N95 respirator. The gas 

permeability instrument and particle counter indicate 

that the breathability of the mask is not compromised 

by the aerogel. The difference in permeability is not 

noticeable and the breathability can be considered 

the same. With the results of the H1N1 experiment, 

CPC can be used to kill viruses and provide better 

filtration efficiencies compared to a standard surgical 

mask.  

But due to the effect of surfactants and its effects 

on decreasing viral filtration efficacy, a proper way 

to incorporate CPC onto the masks needs to be 

addressed. Future work includes exploring micro-

emulsion technology to load CPC directly into the 

aerogel, allowing proper mixing and uniform 

distribution of CPC once sprayed on surgical masks. 

Through this, we hope to create a proper mixture that 

can provide both efficient filtration and antiviral 

properties through effective distribution of the CPC 

molecules. 
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Evaluation of Hypochlorous Acid Fogging: An Alternative 
Disinfection Method 

Jason Bocklagea, Curtis Millera, Andrew Salernoa, John Stocuma 
a Department of Materials Science and Chemical Engineering, Stony Brook University, 

Stony Brook, NY 11794, USA 
 

Abstract 
The COVID-19 pandemic has led to increased demand for disinfectants to help reduce transmission of the 
novel virus. Hypochlorous acid (HOCl) has been studied as a liquid disinfectant in the past, but little 
research exists on its fogged or aerosolized application, which is the primary focus of this work. Three 
solutions were tested: one purchased commercial solution (EcoLogic Solutions) and two produced using 
home units (EcoloxTech Eco One and RIPPO Sprayer). Solution was fogged into a desiccator using a 
Contronics HU-45 Humidifier. Aluminum squares were coated with either 50 µL of Enterococcus faecalis 
(E. faecalis) or H1N1 influenza virus solution and oriented vertically in the desiccator. These pathogens, 
and how they responded to the fogging treatment when compared to a control group, which was left 
untreated (not fogged), formed the basis for the results and gave evidence as to whether or not the method 
was effective at disinfecting the surface. The research found that fogging continuously with the EcoLogic 
solution yielded log reductions in E. faecalis and H1N1 of 6.59 and 4.90, respectively, after 5 minutes. 
Fogging under the same conditions with solutions produced by the Eco One and RIPPO yielded log 
reductions in E. faecalis of 4.21 and 0.91, respectively. The Eco One solution required more time to yield 
a ≥3-log reduction (≥99.9% reduction) in H1N1 compared to the EcoLogic solution (7.5 min vs 5 min). 
The RIPPO solution was not effective in all scenarios. These results suggest that hypochlorous acid 
(purchased or homemade), when applied as a fog, is effective against certain bacterial and viral pathogens, 
namely E. faecalis and H1N1. However, several factors such as the time fogged and pH of the starting 
solution, which ultimately determines whether chlorine is present as HOCl or OCl−, play a significant role 
in the level of effectiveness observed. 
 
Keywords: COVID-19, disinfection, hypochlorous acid, fogging 

 
1. Introduction 
 With the emergence of Coronavirus Disease 
2019 (COVID-19), the demand for disinfectants 
has been on the rise, causing shortages in many 
places such as schools, hospitals, and businesses. 
This has sparked new research on the use of 
alternative disinfectants. Not only is it important 
for these disinfectants to be safe and effective, but 
it is also important for them to be inexpensive and 
easy to produce. Hypochlorous acid (HOCl) has 

gained much attention in this regard as it is a green, 
non-toxic, antibacterial, and antiviral disinfectant 
that can be produced cheaply from common 
household materials. 

As early as March 2020, HOCl was approved 
by the Environmental Protection Agency (EPA) as 
a viable disinfectant in its liquid form on non-
porous surfaces against COVID-19 [1]. HOCl has 
also been proven to be an effective disinfectant 
against a variety of other pathogens including those 
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that are known to cause foodborne illnesses like 
Escherichia coli, Salmonella, and Listeria, as well 
as viruses such as the human norovirus and avian 
influenza virus [2-4]. Being that COVID-19 is 
categorized as a highly infectious and Biosafety 
Level 3 (BSL-3) disease, access to it is limited and 
requires a high level of security clearance, which 
led the authors to instead study the notoriously 
hard-to-kill strain of bacteria Enterococcus 
faecalis (E. faecalis), and the H1N1 influenza 
virus. These pathogens were chosen because they 
do not require BSL-3 clearance yet are still very 
infectious and relevant today. 

E. faecalis is a gram-positive bacterium that is 
resistant to many antibiotics and is one of the 
leading causes of urinary tract infections (UTIs) 
and infections following root canal procedures [5]. 
H1N1 influenza virus, on the other hand, is an 
airborne human respiratory virus and was 
responsible for the swine flu pandemic in 2009 [6]. 
The H1N1 influenza virus has a lipid envelope 
similar to SARS-CoV-2, which gives it some 
additional relevance to the current pandemic. 
These viruses both cause respiratory illnesses and 
transmit in similar ways. The main method of 
transmission is through exposure to respiratory 
fluids carrying infectious viral particles. There are 
three principal pathways in which this transmission 
can occur: inhalation of the virus, deposition of the 
virus on exposed mucous membranes such as the 
eyes, nose, and mouth, and touching mucous 
membranes with soiled hands contaminated with 
the virus [7,8]. The goal here is to prevent and help 
reduce the transmission of the virus via the hand-
to-mucous membrane pathway by killing the virus 
at the source: a frequently-touched surface. 

HOCl is a weak acid that is formed by adding 
chlorine to water. Due to chlorine’s considerable 
solubility in water (7,300 ppm at 20℃ and 1 atm), 
it dissolves easily when administered in controlled 

amounts [9]. Chlorine is a notorious oxidizing 
agent in chemical reactions due to its electronic 
structure. Elemental chlorine, like all halogens, has 
the tendency to acquire an extra electron from its 
surroundings to completely fill and stabilize its 
outer shell with eight electrons. When chlorine gas 
(Cl2) is dissolved in water, it undergoes the 
following hydrolysis reaction: 

Cl2 + H2O ⇌ HOCl + H+ + Cl− (1) 
This reaction has a very high ionization constant of 
K=3.3 x 10−8 at 20℃ [9], and Cl2 essentially fully 
hydrolyzes in a matter of seconds under standard 
conditions. Only if the pH of the water is below 3, 
or if chlorine concentration reaches very high 
levels (greater than 1,000 ppm), will there be any 
measurable quantity of Cl2 present in solution [9]. 
Therefore, it is incorrect to simply refer to 
disinfection by chlorine, when it is the oxidizing 
capacity of the chlorine in the hydrolysis product 
HOCl that provides the major disinfecting action of 
chlorine solutions [9]. 

HOCl will undergo a further dissociation 
reaction in solution with water: 

HOCl ⇌ H+ + OCl− (2) 
This process occurs essentially instantaneously and 
is reversible. One can describe the equilibrium 
relationship by deriving an expression for the 
ionization constant: 

K=[H+][OCl−]/[HOCl] (3) 
which can be rearranged as follows to show that the 
relative amounts of HOCl and hypochlorite ion 
(OCl−) present in a solution of “free chlorine” are 
a function of the hydrogen ion activity, or the pH 
of the solution [9]: 

K/[H+]=[OCl−]/[HOCl] (4) 
It was these relations that were used to create and 
plot the curves shown in Figure 1. 

Free available chlorine (FAC) refers to the 
chlorine present as either undissociated HOCl or 
OCl−. Despite OCl− contributing to the total FAC 
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of a solution, it is a misrepresentation of the 
solution’s overall disinfecting capabilities. Unlike 
the chlorine atom in a HOCl molecule, the chlorine 
atom in an OCl− molecule is tightly bound to the 
oxygen atom and does not dissociate easily, which 
is essential for disinfection. HOCl dominates at 
lower values of pH, while OCl− dominates at 
higher values of pH as shown in Figure 1. The level 
of FAC is highest in pH 5 solutions [10]. 

HOCl is a powerful oxidizing agent and is 
estimated to be 80 times more effective than bleach 
in surface disinfection [11]. It is important to point 
out that OCl− is the predominant chlorine species 
present in bleach. While bleach is a common 
household cleaner, it can be toxic to humans and 
has the potential to damage surfaces [12]. For this 
reason, when hypochlorous acid is made, it is 
crucial that its pH is in the slightly acidic range, 
between pH 4 and 6, where the solution is most 
stable and will best maintain its chlorine 
concentration and pH, and thus its disinfecting 
capabilities, over time [13]. 

 

 
Figure 1. Effect of pH on the predominant 

chlorine species in aqueous solution. pKa = 7.5. 
 

Active chlorine species, like HOCl and OCl−, 
contribute to the inactivation of microbial cells. 
However, the ways in which the microbial cells are 
inactivated are different between HOCl and 
ionized OCl−, and this is due to the interaction with 
the chlorine species and the cell walls and 
membranes [2]. The microbial cells have a lipid 

bilayer, or a hydrophobic layer of the plasma 
membrane, and the interactions between the 
chlorine species and this bilayer explains the 
differences in the inactivation of the microbial 
cells. Due to the negative charge of the lipid 
bilayer, ionized OCl− is unable to penetrate the cell 
membrane of the microbial cells (Figure 2). So, 
OCl− is only able to act from outside the cell, by 
inactivating functional proteins that are in the 
plasma membrane. On the other hand, HOCl can 
penetrate the lipid bilayer since it is uncharged and 
has relatively smaller size, which allows it to 
inactivate microbial cells from inside the cell, by 
what is believed to be inhibition of enzymes 
essential for microbial growth as well as damage to 
the DNA [2]. A major reason why HOCl has better 
disinfection power compared to OCl− is because of 
the differences in where the inactivation of the 
microbial cells happens: HOCl can inactivate cells 
from inside the membrane, while OCl− is only able 
to inactivate cells from outside the cell. 

 

 
Figure 2. Mechanism of HOCl invasion of 

negatively-charged pathogen membranes [2]. 
 

Much of the previous research on HOCl as a 
disinfectant has focused on its liquid application, 
where the bacteria or virus is directly immersed in 
the solution. This research focuses on the fogging 
of HOCl solution as a means to disinfect a large 
space in a short amount of time. Fogging involves 
aerosolizing the liquid, usually through some 
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device such as an ultrasonic fogger or humidifier, 
and dispersing the fog throughout an open space. 
The exact methods and apparatus used will be 
discussed in further detail in the following sections. 
 
2. Experimental Methods 
2.1. Solution Preparation 
 Hypochlorous acid was produced using two 
home units available to consumers to buy and use: 
the EcoloxTech Eco One and RIPPO Sprayer. 1 L 
of solution was generated using the Eco One by 
combining 1 L of tap water with 2 g of non-ionized 
salt and 1 teaspoon of 5% distilled white vinegar in 
the unit and running two consecutive 10-minute 
cycles, as instructed by the manufacturer. 300 mL 
of solution was generated using the RIPPO by 
combining 300 mL of tap water with 22.5 g of non-
ionized salt and allowing the unit to run for two 
consecutive 10-minute cycles, as also instructed by 
the manufacturer. The solution produced from each 
unit was stored in separate opaque bottles away 
from sunlight. The third solution was purchased 
from EcoLogic Solutions located in Brooklyn, NY. 
The free available chlorine concentration (FAC) of 
each solution was measured by titration, and pH 
was measured using a digital pH meter. 

 
(a) 

 

(b) 

 
Figure 3. (a) Eco One and (b) RIPPO. 

 
2.2. Preparing Bacterial Cultures 

E. faecalis (ATCC® 19433TM) was grown in 
Brain Heart Infusion Agar (BHI, DifcoTM) for 24 
hours at 37℃. Cells were removed from the plates 
using a sterile inoculating loop and the bacteria 
were transferred into a test tube containing 10 mL 

phosphate-buffered saline (PBS). This tube was 
vortexed for 30 seconds to ensure all cells were in 
suspension. A sample of the vortexed bacterial 
solution was diluted 1:100 and the optical density 
(OD) of this diluted solution was determined at 600 
nm using a spectrophotometer. The bacterial 
suspension in the original tube was adjusted using 
more PBS or bacteria until a 1:100 dilution yielded 
an OD of 0.100, which is approximately 1 x 1010 
cells per mL. Fifty µL of the adjusted concentrated 
bacterial suspension was spread onto each of three 
aluminum squares (approximately 1 square inch). 
The aluminum squares were placed into Petri 
dishes, without lids, and allowed to dry for 
approximately 1 hour at 37℃ until a dry film was 
observed on the surfaces of the aluminum squares. 
 
2.3. Fogging Procedure 

Two of the three prepared aluminum squares 
were fogged and compared to a third untreated (not 
fogged) control. Once fogging began, the control 
was processed to determine the initial bacteria or 
virus populations. The samples to be fogged were 
oriented vertically in a desiccator (VWR Type 250) 
as shown in Figure 4. Hypochlorous acid was 
pumped into an ultrasonic fogging machine 
(Contronics HU-45 Humidifier) and then fogged 
into the desiccator in continuous streams with an 
average volumetric flow rate of 0.0556 L/min and 
particle size between 1 and 3 micron [14]. 
 

 
Figure 4. Experimental fogging apparatus. 



Journal of Undergraduate Chemical Engineering Research 
 

17 
 

2.4. Bacteria Quantification (Post-Fogging) 
The fogged samples and un-fogged control 

were assessed for the number of living, or 
surviving, bacteria cells. Each sample was 
immersed individually in a 50 mL test tube 
containing 5 mL of PBS and vortexed for 5 minutes 
to suspend all the bacterial cells on the aluminum 
plate in solution. Then, six 1-in-10 serial dilutions, 
in PBS, were made and 0.1 mL of each dilution was 
spread, in triplicate, on BHI plates which were then 
incubated for 24 hours at 37℃. After incubation, 
only the dilution plates containing 30 – 300 colony 
forming units (CFUs) were counted.  When taking 
into consideration the inoculum dilution spread 
onto counted plates, the average +/- standard 
deviation of bacterial cells on the control and 
fogged samples was calculated. The number of 
surviving fogged bacteria was reported, relative to 
the untreated control, as the log-reduction of cells 
caused by the fogging treatment. 
 
2.5 Cell Culture 

MDCK-2 (ATCC® CRL-2936TM) cells were 
cultured and grown in OptiPRO™ SFM (Gibco) 
with 1x Glutamax (Gibco) and 100 units/mL 
penicillin and 100 μg/mL streptomycin. H1N1 PR8 
(ATCC® VR-95TM) influenza virus were cultured 
in MEM (Gibco) with 0.2% BSA (Sigma). This 
step was necessary as viruses need a host cell in 
order to replicate. 
 
2.6. Virus Growth and Infection 

50 μL of virus solution was put on the surface 
of the aluminum samples and dried for 1 hour at 
25℃. The samples were fogged according to the 
same fogging procedure done for the bacteria tests. 
Post-fogging, the viruses were collected and 
vortexed with 5 mL of medium. 250 μL of virus 
solution was added into each well after serial 
dilution from 10−1 to 10−6. The well plates were 

placed on the rocker for 30 minutes at room 
temperature. After rocking, the well plates were 
placed in the incubator at 37°C and 5% CO2 for 1 
hour. Then virus solution was replaced with MEM 
medium with 0.3% tragacanth gum (Sigma) and 
0.2% BSA. After 4-day incubation at 33°C and 5% 
CO2, the samples were stained with 1% crystal 
violet (Sigma). A plaque assay was used to count 
the number of infectious viral particles present 
after fogging compared to the untreated (not 
fogged) control. 
 
3. Results and Discussions 
3.1. Fogging Tests 

Previous experiments conducted by Feng et al. 
have shown that continuous fogging is more 
efficient than pulse fogging in terms of the time 
needed to achieve a ≥5-log reduction in bacteria 
and ≥3-log reduction in virus, which is required by 
the EPA in order to claim disinfection [15]. The 
specific EPA guideline is for these log-reduction 
targets to be met within less than 10 minutes of 
contact time. Continuous fogging implies that the 
sample is fogged once for a set period of time in 
the beginning and then allowed to rest, whereas 
pulse fogging implies that bursts of fog are 
introduced into the desiccator according to set 
intervals. Furthermore, it was found in these 
studies that when samples were oriented vertically, 
the bacteria or virus became harder to kill due to 
the solution not being able to collect on the surface 
as easily. For these reasons, the procedure followed 
here involved testing the most efficient fogging 
method (continuous fogging) against the more 
difficult orientation (vertical). Aluminum was used 
because it is a common metal and surface, and also 
is hydrophilic, which allowed the bacteria and 
virus solutions to dry relatively quickly. The exact 
grade of aluminum is unknown as it was provided 
as scrap metal from the campus machine shop. 
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Overall, the commercial solution provided by 
EcoLogic Solutions was the most effective in 
killing E. faecalis and H1N1 influenza virus, 
yielding log reductions in these pathogens of 6.59 
and 4.90, respectively, after 5 minutes of 
continuous fogging. Out of the two solutions 
produced by the home units, the Eco One solution 
performed better than the RIPPO solution against 
both pathogens, but still not as well as the 
EcoLogic solution. However, the Eco One did 
achieve notable log reductions in E. faecalis and 
H1N1 of 4.21 and 5.36 after 5 and 7.5 minutes of 
continuous fogging, respectively (Figures 5 and 6). 
Although the Eco One did not meet the standards 
set out by the EPA, the log reductions observed 
were fairly close to the targets of ≥5-log reduction 
in bacteria and ≥3-log reduction in virus and most 
likely could have been met with a few more 
minutes of additional fogging. 

Where the EcoLogic and Eco One solutions 
really differ is in their chlorine concentration. In 
this pH range of 4-5, HOCl is the predominant 
chlorine species as shown in Figure 1. Therefore, 
the difference in efficacy between these two 
solutions can be attributed to the amount and type 
of free available chlorine (FAC) that they contain. 
This is measured through chlorine concentration, 
and these concentrations are given in the legend of 
Figure 5. There is almost a 200 ppm difference in 
chlorine concentration between the EcoLogic and 
Eco One solutions, which is likely why there is 
improved performance with the EcoLogic solution. 
Because the pH of the EcoLogic solution is on the 
higher end of the 4-5 range, it likely contains some 
additional FAC in the form of OCl−, which 
although is known to be less effective than HOCl, 
does possess some disinfecting properties. 

The RIPPO solution possessed comparatively 
little disinfecting abilities, achieving no more than 
a 1-log reduction in any of the performed tests. Its 

high pH (pH 8-9) and chlorine concentration (~750 
ppm) is indicative of the fact that the solution 
contains OCl−, the less effective form of free 
available chlorine. It is important to note that 
although less effective, the RIPPO was not 
designed for a fogging application, rather it was 
designed to be sprayed directly from the bottle (see 
Figure 3b). It has been previously found by Feng et 
al. that fogging can reduce the initial chlorine 
concentrations by up to 50%. Therefore, it is likely 
that any disinfecting ability that the RIPPO had in 
the form of OCl− was eliminated by the fogging 
procedure. Furthermore, it should be noted that the 
base bacteria used for testing by the EPA are 
different and therefore possess different resistances 
to such treatments (they use Staphylococcus aureus 
and Pseudomonas aeruginosa and do not yet 
possess a standard procedure for fogging) [15]. 

 

 
Figure 5. Reductions in E. faecalis after 2 and 5 

minutes of continuous fogging, followed by 5 
minutes resting in the desiccator.  

 

 
Figure 6. Reductions in H1N1 influenza virus 
after 5 and 7.5 minutes of continuous fogging, 
followed by 5 minutes resting in the desiccator. 
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3.2. Ultraviolet-Visible (UV-Vis) Spectroscopy 
Characterization Tests 

As mentioned previously in this report, HOCl 
is approximately 80 times more effective than 
bleach (known chemically as sodium hypochlorite 
or NaOCl) in surface disinfection [11]. Due to the 
difference in efficacy between the three solutions, 
UV-Vis spectra were taken to characterize and 
compare the different solutions to bleach. Figure 7 
shows the UV-Vis spectra of lab-grade bleach and 
the RIPPO solution. While not identical, the two 
spectra show distinct similarities, with a gradual 
rise and fall in absorbance and a maximum peak 
around 290 nm. Further comparison of the RIPPO 
spectra with NaOCl standards published online 
show even stronger similarities [16]. These results 
again suggest that the RIPPO unit is producing 
bleach and therefore may not be suitable for 
disinfection. 

Figure 8, on the other hand, shows the UV-Vis 
spectra of the EcoLogic and Eco One solutions. 
The range of wavelength in this graph was reduced 
to 200-350 nm because outside of this range 
existed no notable spikes or trends in absorbance. 
However, the fact that the two spectra follow 
somewhat similar trends (from right to left) and are 
clearly different from the spectra in Figure 7, 
provides evidence that the EcoLogic and Eco One 
solutions are characterized by something other than 
bleach, likely hypochlorous acid. 

 

 
Figure 7. Ultraviolet absorption spectra of lab-

grade commercial bleach and the RIPPO solution. 

 

 
Figure 8. Ultraviolet absorption spectra of the 

EcoLogic and Eco One solutions. 
 
3.3 Solution Stability Tests 
 The stability of the Eco One solution in terms 
of pH and chlorine concentration was tested to see 
how it compared with the stability of the EcoLogic 
solution, which has previously been found by Feng 
et al. to be very stable (it took a total of 50 days to 
start seeing significant, defined as >10%, changes 
in these numbers). Table 1 shows the pH and 
chlorine concentration (in ppm) of the Eco One 
solution over a three-week period. The solution 
was found to be stable, showing only a ~2.4% and 
~1.4% decrease in pH and chlorine concentration, 
respectively, over the 3-week period. These 
decreases are within reasonable experimental error 
and likely resulted from the inherent inaccuracies 
in the pH and titration methods used. This result is 
important because if this solution is to be used 
commercially, it should have a long-shelf life. 

 
Table 1. Stability of the Eco One solution over a 

three-week period. 

Time (days) pH 
Cl Conc. 

(ppm) 
0 4.95 352.5 
7 4.84 350.0 
14 - - 
21 4.83 347.5 
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(a) 

  

(c) 

  
(b) 

  

(d) 

  
Figure 9. Active caspase-3 antibody staining for evidence of apoptosis from the lung tissue of mice. 

Images taken at 40x magnification. (a) "Positive" control 30% H2O2. (b) "Negative" control DI water. 
(c) Eco One solution. (d) RIPPO solution. 

3.4. Cytotoxicity Tests 
According to several safety data sheets (SDSs) 

published online, HOCl is non-toxic and possesses 
few safety hazards [17,18]. At high concentrations, 
HOCl can cause slight irritation to the eyes, skin, 
and lungs if inhaled. However, in general, none of 
these hazards are life-threatening and can usually 
be treated without hospitalization. In fact, HOCl is 
used in many pools for chlorination and is even 
safe to use for rinsing fruits and vegetables [2]. The 
purpose of performing cytotoxicity tests then was 
to determine if the solution from the RIPPO unit 
was toxic, as previous results have suggested it is 
producing bleach (NaOCl), which has the ability to 

damage living cells. For these tests, 30% hydrogen 
peroxide (H2O2) was used as the positive control 
(will kill the cells), and deionized (DI) water was 
used as the negative control (will not kill the cells). 
The two homemade solutions produced by the Eco 
One and the RIPPO were tested and compared to 
these two controls to complete the assay. 
 Lung tissue from already-sacrificed mice were 
dipped into equivalent amounts of these solutions 
for 10 seconds and then sent to a pathology lab to 
be spread and stained for active caspase-3 as 
evidence of apoptosis. Caspase-3 is a widely-
studied apoptotic protein and suitable for a 
preliminary test like this one. Lung tissue was used 
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as it is believed that inhalation is the most 
dangerous form of chlorine exposure, especially if 
it exists as chlorine gas (Cl2). The bright red spots 
circled in black in Figure 9a indicate the activation 
of caspase-3 and initiation of apoptosis after 
exposure to the positive control. The blue dots, on 
the other hand, represent intact nuclei, or nuclei 
that survived the treatment with 30% H2O2. This 
was expected, as was the result for the negative 
control that showed no red spots. 
 The fact that exposure to the Eco One and 
RIPPO solutions showed no evidence of apoptosis 
like the negative control is a promising initial result 
that the solutions used were non-toxic. However, 
these results do not fully dismiss the fact that the 
RIPPO solution could be producing bleach, nor do 
they claim that these solutions are completely safe. 
As mentioned previously, chlorine in the form of 
chlorine gas (Cl2) presents the largest risks to 
humans and therefore the cytotoxic effects of the 
fogged solutions should be tested, when there is the 
greatest likelihood of producing gaseous chlorine. 
 
4. Conclusion 
 Hypochlorous acid, due to its effectiveness 
against certain pathogens in the past, has been a 
popular area of research with the ongoing 
pandemic. One benefit of hypochlorous acid is the 
ability to produce it from common household 
materials (water, non-iodized salt, and vinegar). 
This research tested the effectiveness of a fogged 
application of both purchased commercial solution 
and two homemade solutions in their reduction of 
counts of E. faecalis and H1N1. Both the EcoLogic 
and Eco One solutions were able to achieve 
≥99.99% reductions in E. faecalis and H1N1 after 
being fogged continuously for less than 10 minutes 
of fogging time, the standard disinfection time 
established by the EPA [15]. However, the RIPPO 
home unit was not effective, yielding no greater 

than a 1-log reduction in any of the performed tests. 
The pH of the RIPPO solution was measured and 
found to be between 8 and 9, which is likely due to 
the production of bleach in the unit, suggesting that 
pH plays a key factor in disinfecting ability. 
Fogging is a promising method of application 
because it allows larger areas to be covered in a 
much shorter amount of time compared to a liquid 
application, and can be done without sacrificing 
effectiveness. HOCl is cheap, easy, and safe to use, 
which makes it a suitable choice for fogging. 
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Abstract  

Textile wastes have gained increasing share in the total municipal solid waste generated each year with 

only ~14% of the textile wastes being recycled. Common methods of textile recycling involves mechanical 

shredding or chemical dissolution. These methods reduce fiber quality and can be either high energy consuming 

or hazardous to the environment. This paper investigates a method of textile recycling by combining physical and 

chemical recycling processes in the form of mechanical spinning in aqueous sodium hydroxide solution. Cotton 

muslin fabric samples in size of 3 by 3 cm were treated with 1 M aqueous NaOH solution at temperatures of 3 

°C, room temperature (~23°C), 35°C, 50 °C, and 70 °C. The goal of the experiment is to deweave the cotton 

muslin fabric while optimizing the retainment of its physical properties. Fourier-transform infrared spectroscopy, 

optical microscopy, and tensile strength tests were conducted to evaluate the effect of treatment on the chemical 

and physical properties of cotton muslin fabric. It was concluded that cotton muslin fabric treated with 1 M 

aqueous NaOH solution can successfully deweave without inducing chemical structural change. Treatment with 

3 °C solution yielded the best result with ~40% retention in modulus, ~78% retention in tensile 

strength, and ~215% increase in toughness. For cotton muslin fabric treated with temperature between 23-70 °C, 

physical properties increase with increasing temperature. 

 

Keywords: recycling, cotton fabric, mercerization, sodium hydroxide, deweaving, Fourier-transform infrared 

spectroscopy, tensile strength 

 

 

1. Introduction 

The amount of textile waste generated has 

been increasing over the past years. According to the 

data from the United States Environmental 

Protection Agency, nearly 17.03 million tons of 

textile waste was generated in 2018 [1]. The major 

recovery methods for textile waste are reuse, recycle, 

and combustion for energy.  Approximately  14.7% 

(2.51 million tons) of textile waste is recycled and 

~18.9% (3.22 million tons) is used for energy 

recovery [1]. The remaining 66.4% (11.3 million 

tons) of textile waste had been landfilled. The two 

popular methods of textile waste recycling are 

mechanical and chemical recycling [2,3] 

Unfortunately, the shortcomings of these two 

methods limit the effectiveness of the recycling 

result. [4] Mechanical recycling shreds and tears the 

waste fabric apart into a fibrous state as shown in 

Figure 1. [5] These fibers are then used to spin into 

yarn. The shredding process damages the quality of 

the fabrics heavily, which reduces the length, 
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strength, and softness significantly. Recycled fiber 

whose length is shorter than 10 mm is considered as 

waste. To ensure product quality, virgin cotton fibers 

are spun together with mechanically recycled fiber, 

with only less than 30% of the recycled fiber can be 

used. [6,7] Chemical recycling can be broken down 

into three steps: pretreatment process such as 

hydrolysis, dissolving process for the fabric, and a 

wet-spinning process to regenerate dissolved fibers. 

[8] The dissolving process requires a highly alkaline, 

non-derivatizing organic solvents or simple solvent 

such as sodium hydroxide (NaOH) in high 

concentration. [9] These solvents can be highly toxic 

and expensive. The productivity of chemical 

dissolution and fiber regeneration is limited by the 

high cost and long process time. [6] Therefore, many 

researchers develop the chemical recycling process 

of cotton waste in various treatments and 

applications such as producing glucose and polyester 

by enzymatic hydrolysis. [10]  

 
Figure 1. Mixture with fibers and yarns produced by 

mechanical shredding. [4] 

A fabric recycling method combining 

mechanical and chemical strategies through means 

of deweaving is investigated in this research. 

Different from the previous studies, the mechanical 

process used in this research utilizes magnetic 

stirring. A relatively mild chemical agent of 1 M 

NaOH is used in this experiment to aid the fabric 

deweaval in contrast to the highly alkaline solution 

adapted by the common chemical recycling methods. 

The target of this research is to increase the recycling 

yield as well as optimizing the retention of fiber 

qualities measured by the modulus, tensile strength, 

and toughness.  

Cotton muslin fabric is used for this research  

due to its huge market and popularity. [3] Cotton is 

roughly composed of 90% cellulose and 10% 

noncellulosics substances such as proteins, waxes,  

prectins, inorganics, and others. [11] Aqueous 

sodium hydroxide (NaOH) is used as the chemical 

agent and its effect on fabric deweaval is tested under 

different conditions. NaOH is one of the most 

common chemicals to swell or dissolve cellulose. 

[12-16] The swelling mechanism is caused by the 

removal of the cellulose carboxyl group and intra-

hydrogen bonds by the interaction with Na-ions in 

NaOH. [17,18] This interfibrillar swelling is 

represented by a series of ballooning phenomena 

along the cellulose fiber. NaOH hydrates bind to the 

cellulose and avoid the aggregation of cellulose 

macromolecules, which leads to cellulose dissolution 

[19-21]. The swelling and dissolution efficiency 

depends on the NaOH temperature. At higher 

temperatures (> 50 °C), cellulose swells, and at lower 

temperatures (< 0 °C), cellulose tend to dissolve in 

combination with swelling. [22] Alkaline solution 

treatment improves quality (e.g., dyeability and 

strength) of fabric materials. [19,23] 

2. Materials and Methodology 

2.1. Materials 

Cotton muslin samples, which were 

originally procured from Arthur R. Johnson Co., 

Inc., Brooklyn, N.Y, were purchased from the 

Fashion Institute of Technology (New York). 

Sodium hydroxide (NaOH, reagent grade) was 

obtained from Sigma-Aldrich and was used as 

aqueous solution with the addition of deionized 

water (resistivity: ~20 mΩ/cm). 

2.2. Deweaving treatment 
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A Benchmark scientific hotplate stirrer 

(H3760-HS) connected with a temperature probe 

(H3760-TP) was used for the heating solution, 

stirring process and controlling temperature. 50 mL 

of 1 M NaOH solution contained in a 250 mL beaker 

was achieved to room temperature (~23 °C), 35 °C, 

50 °C, 70 °C using the hotplate. 3 °C was achieved 

using an ice bath surrounding the beaker. The 

temperature probe is placed in the solution to monitor 

the temperature. A cotton muslin fabric sample with 

a 3 cm x 3 cm dimension was added into the solution  

and spun by a magnetic rectangular stirring bar 

(length: 3.5 cm) at a speed of 300 rpm. Reaction 

stops after 1 hour of reaction or when the cotton 

muslin fabric is fully deweaved. After finishing the 

reaction, the sample was separated from the NaOH 

solution, rinsed with deionized water, and dried at 

room temperature then overnight in a temperature 

controlled oven at 50 °C. The leftover NaOH 

solution was then discarded in the designated 

chemical solution container. 

2.3. Recyclability Test 

Four cotton muslin samples were deweaved 

one after another in the same NaOH solution at 35 °C 

following the procedure in 2.2. The evaporated 

NaOH solution (1~2 mL) is replenished with a pipet 

to maintain a constant concentration. The dissolved 

cellulose from each sample was let alone 

accumulating in the solution. 

2.4. Fourier-transform Infrared Spectroscopy 

The Fourier transform Infrared (FTIR) 

spectroscopy was conducted using a Nicolet™ iS50 

FTIR Spectrometer equipped with an diamond 

attenuated total reflectance (ATR) accessory. The 

spectra (32 scans/sample, 4 cm-1 resolution) were 

collected in the range of 400~4000 cm-1 

wavenumbers at room temperature by a DTGS 

detector. Each spectrum was corrected by collecting 

a background spectrum before collecting the sample 

spectrum and doing spectra subtraction using the 

OmnicTM software (Thermo Scientific). 

2.5. Tensile Properties Test 

The tensile strength test method follows the 

Standard Test Method for Tensile Strength and  

Young’s Modulus of Fibers (ASTM C1557 - 14).  

Five single strands of fiber specimens are picked out 

randomly from each sample of deweaved muslin 

fabric. Fiber is mounted and clamped on an Instron 

5542 Advanced Material Testing System at a 

constant cross-head displacement rate of 2.00 

mm/min. Fiber failures are checked to be at the 

center of the fiber and not be around the gripping 

region.  

Stress (MPa) vs. Strain % is plotted on 

OriginLab software. Young’s modulus is 

calculated from the slope of the linear region. 

Tensile strength is taken from the maximum 

value of the y-axis. The toughness is calculated 

by taking the area under the curve.  

The Young's modulus measures the 

muslin fabric’s resistance to elastic 

deformation under stress, the tensile strength 

measures the maximum stress of muslin fabric 

before breakage, and the toughness measures 

the material’s ability to absorb energy and 

plastically deform without fracture.  

2.6. Optical Microscopy 

Optical images were obtained using Olympus 

IX51 Inverted Phase Contrast Fluorescence 

Microscope with 4x magnification.  

3. Results and Discussion 

 

3.1. Deweaving result 
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Figure 2. Digital camera images of deweaved muslin 

samples treated with different temperatures. (a) 3 °C 

(b) 23 °C (c) 35 °C (d) 50 °C (e) 70 °C. Conditions: 

NaOH concentration (1 M, 50 mL), spinning speed 

(300 rpm). 

 

Figure 2 shows the digital camera images of 

deweaved cotton muslin fabric samples treated at 

different solution temperatures. All of the samples 

have successfully deweaved with no fabric 

entanglement. The deweaving time has a negative 

correlation with temperature. The average 

deweaving time for 3 °C, 23 °C, 35 °C, 50 °C, and 

70 °C are 70 min, 45 min, 30 min, and 20 min, 

respectively.  This relationship conveys that the 

kinetics from the hot solution may contribute to the 

deweaval of the muslin fabric. The pH of the solution 

is measured before and after treatment and no 

significant change is detected.  

 

3.2. Temperature variation 

 

 

Figure 3. Young’s Modulus and Tensile strength of 

muslin fabric treated with 1 M NaOH at different 

temperatures.  

 
Figure 4. Toughness of muslin fabric sample treated 

with 1 M NaOH at different temperatures. 

 

Figure 3. Shows both the Young’s modulus 

and tensile strength of the original sample (control) 

and muslin fabric treated with 1 M NaOH at 

temperatures of 3 °C, 23 °C, 35 °C, 50 °C, and 70 °C.  

Although many experiments have proved fabric 

treatment with alkali through means of soaking can 

improve fabric’s physical properties, the data shown 

in Figure 3 shows otherwise. [24] This may be due to 

the mechanical spinning of the stirring bar affecting 

the physical structure of the muslin fabric.  Amongst 

the tested samples, the muslin fabric treated with 3 

°C yielded the best result in terms of the Young’s 

modulus and tensile strength. When compared to the 

original sample, the 3 °C treated muslin fabric 

exhibits a retention of 39.96 % in modulus and 77.56 

% in tensile strength. This is because at a low 

temperature of 0 °C, the cotton fibers only swell 

slightly [22]. The swelling of the fiber decreases the 

interfiber bonding strength and fiber strength 

[25,26]. This explains why the 23 °C treated sample 

has the lowest retention in the Young’s modulus and 

tensile strength of 14.82% and 24.56 %, respectively. 

However, the upward trends in Figure 3 starting from 

23 °C to 70 °C suggests that the Young’s modulus 

and tensile strength increases with increasing 
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temperature. The research by Sameii et al found that 

hot mercerization increases the tensile strength of 

cotton fiber[27]. Research also revealed a decrease in 

the fiber crystallinity at higher temperatures, and the 

reduction of fiber crystallinity increases tensile 

strength [28].  However, after 70 °C, the fiber quality 

will decrease due to excess heat softening the fiber 

material [27].  

 

Even though the Young’s modulus and 

ultimate tensile strength deteriorated for the treated 

muslin fibers, the toughness of these fibers 

improved. The 3 °C treated muslin fabric showed the 

greatest improvement of 215%.  The muslin fabric 

treated with 23, 35, 50 and 70 °C showed 113.72%, 

146.93%, 160.95%, and 173.29% toughness 

improvement, respectively.  Mercerization increases 

the elongation of the cotton fabric. [24] As 

elongation increases, the fibers become more elastic, 

hence can absorb more energy. At higher 

temperatures, the elongation of the muslin fibers also 

increases. [27] This explains the positive correlation 

between the toughness and the solution temperature, 

as shown in Figure 4.  The muslin sample treated 

with 3 °C solution has the highest toughness mainly 

due to its high tensile strength retainment and the 

increase in fiber elongation.  From the data shown in 

Figure 3 and Figure 4, it can be concluded that 3 °C 

NaOH solution is the optimum condition for this 

method of fabric recycling.  

 

 

Figure 5. Fourier-transform infrared spectra of 

muslin cotton fabric. (a) original sample (b) 3 °C 

treated (c) 23 °C treated (d) 35 °C treated (e) 50 °C 

treated (f) 70 °C treated. Conditions: NaOH 

concentration (1 M, 50 mL), spinning speed (300 

rpm). 

 

Figure 5 shows the FTIR spectra of the 

untreated muslin fabric and the treated muslin fabric 

samples. The broad band stretching from ~3270-

3330 cm-1 is assigned to the OH stretching vibration, 

which is an indication of the crystalline structure of 

cellulose Iβ.[29] The peak at ~2895 cm-1 is assigned 

to C-H symmetrical vibration of polysaccharides, 

and the peak at ~1625 cm-1 corresponds to C-H 

symmetrical vibration of cellulose. [30,31] These 

peaks are characteristic of cellulose. The peak at 

~1430 cm-1 is assigned to HOC in plane bending 

vibration and is another indication of the cellulose I 

crystallinity. This peak is sensitive to the crystalline 

changes of cellulose [32,33]. Hence, the crystal 

structure of the sample can be interpreted to be 

cellulose I, which is native cellulose. The peak at 

~1160 cm-1 is assigned to C-O-C asymmetric 

stretching, the peak at ~1100 cm-1 is assigned to the 

OH group of cellulose, and peak at ~1027 cm-1 is 

assigned to -OH bonds in cellulose. [31,32,34,35]. 

Finally, the peak at ~897 cm-1 is assigned to β-

glycosidic bonds of cellulose. [30,36] These peaks 

are all characteristic of cellulose and since their 

intensities remain relatively constant and there are no 

shifts in peaks, it can be concluded that the 1 M 

NaOH treatment does not alter the chemical 

composition of the cotton muslin fabric.  
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Figure 6. Optical microscope images (4 X) of muslin 

cotton fabric treated with 1 M NaOH at different 

temperatures. (a) Original sample (b) 0 °C (c) 23 °C 

(d) 35 °C (e) 50 °C (f) 70 °C. Reaction conditions: 

NaOH concentration (1M 50 mL), spinning speed 

(300 rpm).  

 

Figure 6 shows the optical microscope 

images (× 4) of a single strand of muslin fabric taken 

from each sample. In comparison with the original 

sample, all of the treated muslin samples display an 

increase in the fiber diameter - an indication of 

interfibrillar swelling by NaOH. Some interfibers 

have been broken and start to detach from the edges 

of the fiber strand. The swelling also resulted in the 

loosening and untwisting of the interfibers, 

particularly visible in Figure 6d. Untwisting of the 

fiber can lead to decrease in the young’s modulus and 

tensile strength [37].  Nevertheless, the fiber strand 

remains intact since the reaction is carried out with a 

mild NaOH concentration of 1 M relative to the 

common chemical dissolution of cellulose using 8 M 

or higher concentration NaOH. The optical 

microscopy suggests that our reaction is feasible in 

terms of deweaving the fabric without dissolving 

them into microfibers.  

 

3.3. Determining the feasibility of reusing the same 

NaOH solution 

 

 
Figure 7. Young’s Modulus and Tensile strength of 

muslin fabric samples treated with the same solution 

at 35 °C. Conditions: NaOH concentration (1 M, 50 

mL), temperature (35 °C), spinning speed (300 rpm). 

 

 

 
Figure 8. Toughness of muslin fabric samples 

treated with the same solution. Conditions: NaOH 

concentration (1 M, 50 mL), temperature (35 °C), 

spinnin speed(300 rpm).
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Figure 9. Optical microscope images of muslin 

fabric treated with the same NaOH solution. (a) 1st 

cycle (b) 2nd cycle (c) 3rd cycle (d) 4th cycle. Reaction 

conditions: NaOH concentration (1M 50 mL), 

temperature (35 °C), spinning speed (300 rpm). 

 

Despite its low concentration, 1M NaOH still 

possesses toxicity. If possible, reusing the NaOH 

solution for multiple treatments can benefit the 

economics of this recycling method. To test the 

feasibility of reusing the same NaOH solution, 

muslin fabric samples are deweaved one after 

another in the same NaOH solution. A total of 4 

cycles are tested, and the Young’s modulus, tensile 

strength, and toughness of the muslin fabric samples 

are shown in Figure 7 and Figure 8. Although 

experimental conditions were kept constant for each 

cycle, the modulus and the tensile strength decrease 

after each cycle. The tensile strength of the 2nd cycle 

appears to be higher compared to the 1st cycle. 

However, due to the large error bars of these two 

cycles, this increasing trend is not significant and 

hence it is safe to conclude a decreasing trend for the 

tensile strength. This trend may be related to the 

accumulation of interfibers in the solution. During 

the spinning process, some interfibers break and 

detach from the fabric and remain in the solution. 

The accumulated interfibers provide resistance to the 

flow and interfere with the fabric surface. As shown 

in Figure 9d, there are more numbers of interfiber 

breakage and detachment from the fiber strand on the 

sample treated at the 4th cycle compared to the 

sample treated at the 1st cycle.  

Despite the reduction in the Young’s 

modulus and the tensile strength, the toughness of the 

muslin fabric samples remains relatively constant for 

each cycle, as shown in Figure 8. The relatively large 

error bars suggest a large variation in the fiber quality 

from each sample. However, the toughness of the 

samples averages around ~ 400 MPa, which agrees 

with the toughness of the muslin cotton fabric treated 

at 35 °C shown in Figure 4.  

It is concluded that although the fiber quality 

decrease with each cycle, the toughness of the muslin 

fabric samples remain constant, therefore it is still 

feasible to reuse the same NaOH solution for 

treatment up to a certain number of cycles.  

 

4. Conclusion 

 

The proposed method of combining 

mechanical force (spinning) with a chemical agent 

(NaOH) to recycle cotton fabric through means of 

deweaval is shown to be achievable. Mercerization 

by NaOH improves the toughness of the muslin 

fabric. The optimum temperature for the process is 

determined to be 3 °C, with a 39.96 % retention in 

modulus,  77.56% retention in tensile strength, and a 

215%  increase in the toughness.  The effect of 

NaOH solution temperature on the fiber quality is 

shown to be a positive correlation. Increasing the 

solution temperature improves the modulus, tensile 

strength, and toughness of the muslin fabrics. 

Reusing the same NaOH solution for reaction 

slightly reduces the young’s modulus and tensile 

strength but has minimal effect on the toughness of 

the muslin fabric. It is safe to conclude that reusing 

the NaOH solution is feasible and our proposed 

method can be an environmentally friendly and 

economical alternative for fabric recycling. In terms 

of  future research, scaling up and deweaving large 

muslin fabric will be the priority. 
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Abstract 

COMSOL Multiphysics is a finite element analysis simulation software, which includes a Chemical Reaction 

Engineering Module that can be applied conveniently to study different chemical reactions. One important 

reaction that can be effectively explored is the nitric oxide (NO) oxidation. This reaction was chosen due to its 

negative impact on the environment as various industrial processes produce this gaseous pollutant, which can be 

further oxidized to a more harmful compound, nitrogen dioxide (NO2). It was reported that the NO oxidation 

reaction operates via a third order reaction scheme (2𝑁𝑂 + 𝑂2 → 2𝑁𝑂2, 𝑟 = 2𝑘[𝑁𝑂]2[𝑂2]), which reduces to 

second order in excess oxygen (𝑟 = 2𝑘′[𝑁𝑂]2).  

The main objective of this research is to investigate the viability of COMSOL in replicating experimental data 

and its ability to provide predictive modelling for the NO oxidation reaction. The simulated results produced by 

COMSOL were found to be in strong agreement with experimental data, encouraging extended research using 

the constant volume batch reactor simulation model. Since various literature data showed a wide range of rate 

constant (k) values (1,600-14,160 dm6 mol-2 s-1), the COMSOL model predicted that a small error in the 

experimentally obtained concentrations can result in a large discrepancy in the derived k value.  

 

Keywords: nitric oxide oxidation, rate constant, kinetics, COMSOL, simulation, predictive modelling  

 

1. Introduction 

1.1. COMSOL 

With recent technological advancements, 

COMSOL is a powerful modeling program used in 

areas of engineering, scientific research, and 

manufacturing to better understand and predict the 

outcomes of processes, develop new models, and 

optimize existing models. Specifically, the Chemical 

Reaction Engineering Module provided by 

COMSOL has been employed to study 

thermodynamics, mass/heat transfer, kinetics, and 

reactor types for many chemical processes [1-3]. 

Conveniently, COMSOL contains a database of the 

thermodynamic properties of commonly seen 

compounds, whereby chemical behaviors can be 

accurately simulated depending on the parameters 

the user specifies. Moreover, COMSOL applies 

various theoretical concepts and governing equations 

(e.g., fundamental rate law and ideal gas law) when 

computing results [1].  

One of the main benefits COMSOL presents is 

the ability to alter reaction parameters and quickly 

simulate chemical reaction systems; thus, the impact 

the changed parameters have on a system can be 

predicted without having to perform experiments in 

a laboratory setting [4]. This provides a more 

economically and environmentally sustainable 

option for experiments that would be difficult or 

expensive to carry out in a lab. If needed, reactions 

can first be simulated in COMSOL to test their 

viability and with promising results, a real-world 

experiment can be conducted where the results may 
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be compared with the simulation results from 

COMSOL. Additionally, data from previous 

experiments can also be input into COMSOL to 

perform further analysis. 

Reaction models created using COMSOL have 

been key elements in many recent engineering 

studies. For example, a study used COMSOL to 

model the CO2 hydrogenation reaction to produce 

methanol in a packed-bed reactor [5]. In Adji et al.’s 

research, the simulation results were compared with 

experimental data under the same conditions to 

verify the validity of the model. Model verification 

is a key aspect one must consider when using 

COMSOL or any reaction simulation software 

before using the model for further applications, such 

as upscaling. This use of COMSOL can be applied to 

a plethora of chemical reactions. In addition, 

COMSOL provides a relatively easy approach that 

can compute the variations of outlet parameters 

corresponding to a given function and to tentative 

values of model constants [6]. Using a 2D model, 

catalytic reactions under unsteady-state conditions 

that include factors such as heat and mass transfer 

phenomena were investigated using COMSOL. This 

was done by measuring how the concentrations of 

one or more reactants affect the concentration of the 

products. Overall, the COMSOL Reaction 

Engineering Module can simulate many different 

types of reactions and reactor systems. The data 

derived from these simulations can be used to verify 

models, perform experiments under various 

conditions, and design scaled-up reactions. 

1.2. NO Oxidation Reaction 

The study of NO oxidation reaction is important 

because NO contributes to a wide range of 

environmental problems such as global warming, 

acid rain, photochemical smog, and many others [7-

9]. Simply stated, it is a harmful gaseous pollutant 

that society aims to reduce. NO emissions are largely 

produced from processes of fuel combustions, which 

is crucial in vehicles and many industries [10, 11]. 

When exposed to a source of oxygen (O2), NO is 

oxidized to nitrogen dioxide (NO2) through the 

following fundamental third order reaction scheme 

[7, 10, 11]:  

                         2𝑁𝑂 + 𝑂2 → 2𝑁𝑂2                      (1) 

The rate equation (2) is derived in addition to its 

intermediate steps by employing the Pseudo Steady 

State Hypothesis (PSSH): 

                  𝑟 =  −
𝑑[𝑁𝑂]

𝑑𝑡
= 2𝑘[𝑁𝑂]2[𝑂2]              (2) 

where r is the reaction rate, k is the rate constant, t 

is time, and [NO] and [O2] denote the concentration 

of nitric oxide and oxygen, respectively. 

The integration of Equation 2 results in Equation 

3, which can be used to find the concentration of NO 

at a certain time when k is known or to find k when 

the other variables are available.  

                      
1

[𝑁𝑂]
−

1

{𝑁𝑂]0
= 2𝑘[𝑂2]0𝑡                  (3) 

However, when there is excess oxygen available, NO 

is the limiting reagent, therefore the reaction can be 

reduced to a pseudo second order equation [7]: 

                              𝑟 = 2𝑘′[𝑁𝑂]2                          (4)  

The product, NO2, is also a harmful pollutant that 

imposes environmental hazards and can affect 

human health by causing irreversible damages to the 

respiratory system [7]. Therefore, much research has 

been done to investigate the kinetic mechanism of 

this NO oxidation reaction. With the readily 

available initial conditions needed to create a 

simulation model, the feasibility of COMSOL to 

reproduce previously documented results may be 

determined. Once significant agreement has been 

obtained, various parameters (rate constant and 

initial reactant concentrations) of the simulation can 

be altered to generate predictive models. 

Furthermore, deviation analysis between 
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experimental values and theoretically expected 

values can be performed by comparing experimental 

data to previously verified simulated results. 

2. Methodology/Computational Details 

The Chemical Reaction Engineering Module 

provided by COMSOL Multiphysics was utilized in 

this research. The Model Wizard was selected with 0 

space dimension (0D) and a time dependent study, 

which led to a constant volume batch reactor. The 

simulation is computed based on user input 

parameters specified under Global Definition. This 

model uses reaction parameters found in published 

literature as shown in Table 1.  

Fig. T k V [NO]i [O2]i 

1 20 5590 0.4 7.36*10-6 1.41*10-2 

2 20 5590 0.4 
◇: 

7.36*10-6 
5.6*10-2 

2 20 5590 0.4 
◻: 

8.49*10-6 
5.6*10-2 

2 20 5590 0.4 
△: 

1.38*10-5 
5.6*10-2 

3 20 5590 0.4 1.38*10-5 5.6*10-2 

3 20 
1600-

9600 
0.4 1.38*10-5 5.6*10-2 

5a 25 5600 3 5.0*10-4 1.44*10-3 

5b 25 7200 3 5.0*10-4 1.44*10-3 

5c 25 9600 3 5.0*10-4 1.44*10-3 

T: Temperature (℃) 

k: Reaction Rate Constant (dm6 mol-2 s-1) 

V: Reactor Volume (dm3) 

[NO]i: Initial NO Concentration (mol dm-3) 

[O2]i: Initial O2 Concentration (mol dm-3) 

Table 1. Reaction parameters used in COMSOL 

under ambient conditions. No product present at the 

beginning of the reaction.  

The NO oxidation reaction was input as an 

irreversible reaction, where the variables of rate 

constant (k), temperature (T), reactor volume (V), 

initial concentrations were entered in the respective 

location. To further enhance the accuracy of the 

simulation, the thermodynamic properties of the 

reaction species were specified. The thermodynamic 

properties of NO and O2 were found in the COMSOL 

database, whereas the properties of NO2 were user 

defined using instruction and data provided in the 

Dissociation in a Tubular Reactor model [12]. The 

system was assumed to be an ideal gas model. 

Once the simulation model was completed by 

inputting the required reaction parameters, the 

concentration as a function of time results were 

studied. The units and length of study was easily 

adjusted in the Results section. The conversion 

equation was also conveniently inputted in the 

Definition section to compute and view the 

conversion results within COMSOL. Simulation data 

produced by COMSOL were also exported as Excel 

files to compile the data and perform further analysis. 

3. Results and Discussion 

3.1. Experimental vs. Simulated Results 

The black data points in Figures 1 and 2 were 

obtained from COMSOL, whereas the colored data 

points were extracted values from Skalska et al.’s 

experimental plots. 

Using the conditions specified in Table 1, the 

constant volume batch reactor simulation built in 

COMSOL produced data that illustrates the progress 

of the NO oxidation to NO2 shown in Figure 1. The 

(●) and (◼) symbols represent NO2 and NO, 

respectively. Even though a slight deviation can be 

seen in the black (simulation) and colored (literature) 

symbols, there is a good agreement between the 

simulated and literature data. The same trend is seen 

in Figure 1 for both simulated and experimental 

results, suggesting symmetry of NO consumption 

and NO2 formation, represented by an exponential 

decrease and increase of NO and NO2, respectively. 

The graph showed that both lines intersect after 

approximately 855 seconds at concentrations of  
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3.8* 10-6 mol dm-3, which indicates that NO2 does 

not undergo further oxidation.  

 
Figure 1. Concentration as a function of time using 

conditions specified in Table 1. NO2 (●) formed as 

NO (◼) was consumed. Black symbols were 

simulated data, whereas the colored symbols were 

data points extracted from Skalska et al. 

In Figure 2, the initial NO concentrations were 

altered to observe the rate of change in NO 

concentration over time in fixed, excess O2 

concentration. The initial NO concentrations 

investigated were (◇) 7.36*10-6 mol dm-3, (◻) 

8.49*10-6 mol dm-3, and (△) 1.38*10-5 mol dm-3. 

Other reaction parameters such as temperature, 

reactor type, rate constant, and reactor volume 

remained unchanged. Both simulated and 

experimental data showed the same trend of 

exponential decrease for all NO concentrations. 

From the slope of the curves, it can be concluded that 

for systems which start with a higher initial NO 

concentration, it will experience a significant 

increase in the rate of NO consumption. 

Furthermore, the solid lines in Figure 2 follow the 

derived elementary rate law equations (Equation 3). 

The calculated data showed a strong fit with the 

COMSOL generated plots (black symbols) because 

the black symbols followed the exact trend line given 

by Equation 3. Therefore, this indicates the use of 

Equation 3 in COMSOL’s program to simulate the 

results. Hence, COMSOL is noted as a reliable 

simulation software that is programmed based on 

theoretical equations as proven by Figure 2. 

 
Figure 2. NO concentration as a function of time 

with excess initial O2 concentration and varying 

initial NO concentrations as listed in Table 1. Solid 

lines denote theoretical NO concentrations 

calculated by Equation 3. Colored symbols represent 

data extracted from Skalska et al.’s plot. 

Both Figures 1 and 2 showed identical trends 

between the experimental and simulated data points, 

as the data extracted (colored symbols) from Skalska 

et al.’s paper overlay with the COMSOL generated 

curves (black symbols). However, the slight 

deviation between these results could be due to the 

mismeasurement of extremely small concentrations, 

contributing greatly to experimental errors. Since the 

k values in literature were derived from 

experimentally obtained data, k could be erroneous 

as proportional to the error in concentration, which 

would explain the differences observed in Figures 1 

and 2. Therefore, the sensitivity of k in the accepted 

range (1600-14160 dm6 mol-2 s-1) as stated from 

previous literature should be determined [7, 10]. 

Overall, COMSOL’s use of theoretical equations 

encouraged further exploration of the NO oxidation 

reaction using this built model. 

3.2. Extended Research 

Since various literature data showed a wide range 

of the rate constants (1600-14160 dm6 mol-2 s-1), the 

COMSOL model was used for predictive modelling 
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to determine the sensitivity of k in this accepted 

range. Figure 3 displays the simulated data of NO 

concentration as a function of time in fixed NO and 

O2 concentrations, while varying a range of k values 

found from literature. From this plot, the NO 

concentrations of the various k values at 2000 

seconds were noted and plotted into a fitted 3rd order 

polynomial regression line in Figure 4.  

 
Figure 3. Simulated data: NO concentration as a 

function of time with fixed NO and O2 concentration 

while varying a range of k values found in literature. 

k (dm6 mol-2 s-1): (△) 9600, (-) 8600, (◇) 7200,  

(x) 5590, (○) 4950, (□) 3000, (*) 1600. 

 

Figure 4. NO concentration as a function of rate 

constant at 2000 seconds, using values from Figure 

3. The data were fitted with a 3rd order polynomial 

regression line. 

Figures 3 and 4 indicate that as the value of k 

increases, its effect on the concentration of NO 

diminishes. In order to determine the sensitivity of k 

to the measured reactant concentrations, propagation 

of error is carried out on the fitted polynomial 

equation shown in Figure 4. When the cubic term is 

neglected due to its significantly low value, Equation 

4 is obtained, with k representing the rate constant 

and c representing the reactant (NO) concentration: 

             𝑑𝑐 = (6 ∗ 10−13𝑘 + 3 ∗ 10−9𝑘)𝑑𝑘         (5) 

Equation 5 reveals an important and relevant 

result. For small changes in reactant concentration, 

the experimentally determined k value can vary 

greatly. For example, when k = 10,000 dm6 mol-2 s-1, 

𝑑𝑐 = (10 ∗ 10−8)𝑑𝑘. This result highlights the 

importance of accurate experimental concentration 

measurements when attempting to calculate the rate 

constant for this reaction. Simulations performed in 

COMSOL rely on user-input reactant rate constants, 

so the accuracy of a model and its ability to produce 

valuable and reliable results is heavily dependent on 

the quality of the input parameters. Additionally, this 

result serves as a possible explanation for the large 

range of reported rate constants for this reaction at 

25 ℃. 

Using the previously generated COMSOL model 

with constant initial concentrations and varying the 

input of k, the formation of NO2 concentration as a 

function of time was explored. The k values that best 

match the data points extracted from the Smith et 

al.’s published data were investigated.  Figure 5 

shows that as k increases, the simulated and 

experimental curves become more closely matched. 

These data from the simulation model suggest 

that the true rate constant for the reported initial 

concentration and the resulted [NO2] curve in Smith 

et al.’s paper is approximately 9600 dm6 mol-2 s-1, 

which differs significantly from the reported rate 

constant of 5600 dm6 mol-2 s-1. While there is about 

a 4000 dm6 mol-2 s-1 difference, the simulated rate 

constant falls within the reported range of rate 

constants for the nitric oxide oxidation reaction at 

25 ℃. 
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Figure 5. Simulated data: NO2 concentration as a 

function of time with different rate constants for a 

(k = 5600 dm6/mol6/s), b (k = 7200 dm6/mol6/s), 

and c (k = 9600 dm6/mol6/s). Red circles are data 

extracted from Smith et al.’s experimental results. 

4. Conclusion 

Overall, this simulated model of the NO oxidation 

reaction indicated that COMSOL is a reliable 

simulation program that generates data based on 

theoretical equations. Therefore, researchers can 

avoid working with dangerous, expensive, time 

consuming, and impractical reaction conditions. The 

Reaction Engineering Module in COMSOL is a 

convenient tool when the chemicals used are readily 

available in the COMSOL database. However, when 

the chemical requires user-defined information, such 

as the manual inputs required for NO2, it may lead to 

some inconveniences. Another shortcoming of 

COMSOL is its inability to predict completely new 

reactions, as it requires information such as the 

reaction rates that can only be experimentally 

obtained.  

Even though there is strong agreement between 

experimental and simulated data, the slight deviation 

was possibly due to instrumental errors in measuring 

extremely low concentration; and since k values in 

literature were derived from experimentally obtained 

data, this could explain the discrepancy. The 

simulated result for a range of rate constant values 

found in literature showed that as the k value 

increases, the effect on the concentration of NO 

diminishes. This type of information is crucial, since 

COMSOL requires vast amounts of knowledge on 

the reaction being studied, where precise parameter 

inputs will determine the success of the simulation. 

A successful model allows for easy change in 

parameters (initial concentration, reaction constant, 

etc.) to conduct further studies on the reaction.  

Ideally, a computer simulation is capable of 

producing/reproducing data from multiple reaction 

schemes/setups rapidly and with high accuracy. To 

further explore this reaction using COMSOL, other 

parameters such as reactor types (continuous stirred-

tank reactor (CSTR), plug-flow reactor (PFR), etc.), 

initial concentrations, and temperature can be 

altered. Additionally, transport phenomena with 

different reactor geometries may be investigated in 

COMSOL’s 3D feature.  
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Abstract 

Anion-exchange membrane fuel cells or alkaline membrane fuel cells (AEMFCs) are a promising alternative 

to the existing proton-exchange membrane fuel cells (PEMFCs), which currently lead in overall performance and 

cost efficiency. AEMFCs can circumvent some of the major downsides present in PEMFCs, which include the 

use of expensive platinum group metal (PGM) catalysts in the electrodes and CO poisoning. Major developments 

in AEMFCs revolve around the optimization of the oxidation reduction reaction (ORR) and hydrogen oxidation 

reaction (HOR) via improvements in the components of the membrane-electrode assembly (MEA). Non-PGM 

catalysts have the potential to be improved via controlled nanoparticle (NP) dispersion and then implemented into 

the AEMFCs to achieve the same or greater efficiency as current PEMFC technology. This can be accomplished 

by coating the membrane of the MEA in the AEMFC with non-PGM nanoparticles to reduce the regions where 

the anolyte adsorption can degrade the electrodes via the surface effect of the nanoparticles. Instead, a larger 

region will be maintained on the surface of the membrane which facilitates the catalytic reaction of the HOR and 

ORR [1-3]. Therefore, we propose that by using different thiol lengths to control the distribution and size of 

synthesized silver (Ag) nanoparticles that are deposited on the fuel cell membrane, an optimized MEA which 

utilizes significantly reduced amounts of platinum (Pt) can be developed. In this study, synthesized nanoparticles 

with thiol lengths of 6 (hexanethiol), 8 (octanethiol) and 10 (decanethiol) carbons are dispersed on a commercial 

Sustainion membrane via a Langmuir-Blodgett trough at different surface pressures: 2 mN/m, 5 mN/m, and 10 

mN/m. The resulting power densities revealed a strong dependence of thiol length (i.e., NP size) and surface 

pressure (i.e., distance between the particles) on power output. The highest peak power densities were achieved 

at 10 mN/m, with the highest being C8 at 750.85 mW/cm2 which was 69.4% greater than the power density of 

the commercial membrane and 25% less than the DoE’s desired output of 1 W/cm2. 

 

Keywords: anion-exchange membrane fuel cell, silver nanoparticles, Sustainion membrane, membrane electrode 

assembly, Langmuir-Blodgett method, AEMFCs 
 

 

1. Introduction 

AEMFCs are an alternative design to the more 

common PEMFC which provide a variety of 

potential benefits such as the minimization of 

expensive Pt based catalysts and a less acidic 

environment to circumvent the corrosion of metallic 

components when compared to PEMFCs.  As it 

stands, there are numerous challenges for AEMFCs 

to overcome to improve their viability over 

PEMFCs. Much of the research is focused around 
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optimizing the ORR and HOR in the MEA of the fuel 

cell to cut costs, whereas overall improvements in 

power output and durability remain the chief goals 

for facilitating the practical implementation of 

AEMFCs as a source of electricity generation [4]. 

The reactions which occur in the electrodes of an 

anionic cell utilizing hydrogen as the fuel have been 

shown in previous literature to be catalyzed by Ag 

[5,6]. These reactions are as follows: 

 

Anode (HOR): H2 + 2OH− → 2H2O + 2e− 

Cathode (ORR): O2 + 2H2O + 4e− → 4OH− 

 

Currently, the Department of Energy (DoE) has 

set guidelines for the development of PGM-free 

AEMFCs, as well as goals it hopes to achieve in the 

coming years. DoE fuel cell test standards include a 

cell temperature of approximately 80°C and 

approximately 0.60-0.70 Pt loading on the 5 cm2 

electrodes. They aim to achieve a power density 

greater than 1 W/cm2
 and 600 mA/cm2, as well as 

increased durability of up to 5,000 hours with only a 

10% loss in performance [7,8]. To meet these 

expectations, improvements in the membranes and 

electrodes are imperative and there has been various 

developments to this end. 

In the past, there has been a strong focus on 

dispersing different kinds of non-PGM nanoparticles 

on electrodes to improve power density [9]. Previous 

literature has also shown promising results from the 

utilization of carbon supported silver nanoparticles 

of 5.4 nm with 2-9 nm size distribution on the 

cathode of the AEM. Anode loading of 0.2 mg 

Pt/cm2 and cathode loading of 1.0 mg Ag/cm2 

produced a power density of 190 mW/cm2 compared 

to a power density of 247 mW/cm2 for a reference 

AEM with the same anode loading and a cathode 

loading of 0.5 mgPt/cm2 [10]. In another study, it was 

shown that a platinum on multi-walled carbon 

nanotube catalyst synthesized with dodecanethiol 

(average particle size, 3 nm) achieved a peak power 

density of 887 mW/cm2, while the catalyst 

synthesized with octadecanethiol (average particle 

size, 2.2 nm) achieved 981 mW/cm2 [11]. However, 

our novel approach involves coating the membrane 

in non-PGM nanoparticles as opposed to coating the 

electrodes and determining the role it plays in 

relation to power output.  

In previous studies by Green et al., it was 

hypothesized that the substrate is an active 

participant in catalysis [1-3]. As the anolyte is 

absorbed to the catalyst support, the activation 

barrier of the catalytic reaction is depressed due to 

bond stretching, thereby increasing the efficiency of 

the catalyst. For this specific reaction, a platelet is the 

ideal catalyst geometry given that there is enough 

surface area for the anolyte to adsorb and that the 

particles are close enough such that the anolyte can 

migrate to the edge of the particle at the site of 

catalysis.  

In the case of PEMFCs, enhancements in power 

and durability have been observed upon applying 

non-PGM nanoparticles onto the electrodes [12]. 

Analogous to the PEMFCs and the phenomena 

observed by Green et al., we hypothesize that the 

addition of non-PGM catalysts to the membrane of 

an AEMFC may enhance the catalytic activity and 

consequently increase power output. Here, we 

propose to synthesize Ag NPs and place them on 

Langmuir-Blodgett trough films to make platelets 

that will be lifted onto the anionic membrane. In the 

model of Green et al., two parameters are of primary 

importance. The synergy between the NPs and the 

substrate (i.e., the membrane) and the spacing 

between the NPs both must be considered. If the 

spacing between the NPs is too close, there will be 

insufficient area to facilitate the adsorption of the 

anolyte material. If the spacing is too far, the anolyte 

will desorb before it can migrate to the edge of the 

particle, leading to potential degradation of the 

catalytic support. Therefore, an optimal distance 

between the NPs must exist. In order to determine 
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this optimal region, synthesized nanoparticles with 

thiol lengths of 6 (hexanethiol), 8 (octanethiol) and 

10 (decanethiol) carbons were dispersed on a 

commercial Sustainion membrane via a Langmuir-

Blodgett trough at different surface pressures (2 

mN/m, 5 mN/m, and 10 mN/m) to control the 

nanoparticle size and interparticle distance. To gauge 

the extent at which the NPs deposited onto the 

membrane influence the power output of the 

AEMFC, the power densities of all experimental 

samples were compared to that of the commercial 

Sustainion membrane without the addition of NPs. 

 

 

2. Experimental Methods 

2.1. Synthesis of Thiol-Stabilized Ag Nanoparticles 

The synthesis of thiol-stabilized Ag 

nanoparticles was conducted via a modified 

procedure of the two-phase method developed by 

Brust et al. and implemented in Wang et al. [12, 13]. 

A 0.028 M solution of silver nitrate (AgNO3) in de-

ionized water was reacted with a 0.05 M solution of 

tetroactlyammonium bromide (TOABr) dissolved in 

toluene. This solution was stirred for approximately 

20 min (i.e., until the all the Ag – ions were in the 

organic phase of the solution) after which 200 μL of 

the desired thiol was added to the two-phase mixture. 

Then a 0.4 M solution of NaBH4 in distilled water 

was freshly prepared and added slowly to the 

previous mixture and stirred vigorously for 3 hours. 

The organic phase of the solution was separated via 

filtration and rotary evaporation until 5 mL 

remained. 200 mL of ethanol was then added to the 

5 mL solution, which was then kept at 4°C for 

approximately 16 hours, upon which a black 

precipitate formed. The precipitate was washed with 

ethanol and separated via centrifugation at 5,000 

rpm, then dried in a vacuum desiccator for 2 days. 

This procedure was performed for synthesis of Ag 

nanoparticles with thiols of length hexanethiol (C6), 

octanethiol (C8) and decanethiol (C10).  

 

2.2. Langmuir-Blodgett Trough Membrane 

Nanoparticle Deposition 

Similar to the methods implemented in previous 

studies, a KSV NIMA Langmuir–Blodgett trough 

from Biolin Scientific, as shown in Figure 1, was 

used to deposit the thiol-stabilized Ag NP onto a 

Sustainion membrane via computer control of the 

surface area [12]. Prior to the deposition of NPs onto 

the membrane, a 1 mg/mL solution of Ag NPs in 

toluene was prepared. After initializing the LB 

trough with a Wilhelmy Platinum Plate (Wetted 

Length of 39.24 mm) to confirm a surface pressure 

below 0.25 mN/m, the commercial Sustainion 

membranes were immersed into the water of the LB 

trough. A syringe was then used to drop 250 μL of 

the specific nanoparticle solution onto the water’s 

surface. To ensure the evaporation of the toluene 

solvent, a 12-minute period was set aside prior to 

deposition of the NPs onto the membrane. After 

evaporation of the solvent, the trough barriers were 

set to compress the NPs on the water surface at 10 

mm/min until the target surface pressure was 

achieved. The Sustainion membrane was then lifted 

at a speed of 2 mm/min to deposit the Ag NPs at the 

target surface pressure onto the membrane. Target 

surface pressures of 2 mN/m, 5 mN/m and 10 mN/m 

were used to deposit Ag NP (C6, C8, and C10) films 

onto the membranes. 
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Figure 1. Langmuir-Blodgett trough experimental 

setup. 

2.3. Nanoparticle Characterization 

TEM samples were prepared during the LB 

process by immersing holey carbon TEM grids into 

the water subphase and lifting at the appropriate 

surface pressure intervals to collect Ag 

nanoparticles. The TEM grids were imaged at an 

acceleration voltage of 120 kV on a JEOL 1400 

microscope similar to the methods in Wang et al. 

[12]. The TEM images for the various nanoparticles 

taken at 200 nm were analyzed using ImageJ with a 

ND plugin to determine average nanoparticle size 

distributions and interparticle distances. Images were 

taken after LB trough deposition at surface pressures 

of 2 mN/m, 5 mN/m and 10 mN/m to determine any 

morphological changes as a result.  

 

2.4. MEA Fabrication and Fuel Cell Tests 

A custom made SFC-TS Fuel Cell Technologies 

Inc. test bench was used to obtain polarization and 

power density curves from the fabricated 

membranes. Two 5 cm2 Pt/C electrodes were sprayed 

with additional Pt in solution to achieve a Pt loading 

of 0.76 mg/cm2 for use as the cathode and anode. The 

fuel cell MEA was assembled with the commercial 

Sustainion membrane between the two electrodes. 

The fabricated membrane with the Ag NP film 

deposited on its surface was pre-soaked with KOH 

for 1 hour prior to testing. Single cell tests were run 

with relative humidity set to 100%, cell temperature 

set to 60°C and electrode temperatures set to 58°C on 

the fuel cell test bench. Pure H2 and O2 gas were fed 

to the anode and cathode in a 1.5 to 3.0 

stoichiometric ratio, respectively (H2 at 500 ccm, O2 

at 1000 ccm). Software from LabVIEW was used to 

monitor and control the gas flow rates and obtain 

electricity results. Figure 2 details the fuel cell test 

bench with the MEA assembly. Tests were run for 

each nanoparticle sample and polarization and power 

density curves were obtained.  

 

 

Figure 2. Fuel Cell test bench setup (left) and 

membrane electrode assembly (right). 

 

3. Results and Discussion 

3.1. Ag Nanoparticles: Size Distribution and 

Interparticle Spacing 

To produce membranes uniformly coated with 

Ag nanoparticles, the LB method was implemented 

to assemble a Ag NP monolayer at the air-water 

interface. Surface tension facilitates the transfer of 

the particles onto the membrane, and the interparticle 

distance can be accurately controlled based on the 

surface pressure at which it is lifted. From the TEM 

images, the morphology of the Ag NPs was observed 

and assessed for the occurrence of agglomerations. 

The expected morphological structure of the NPs is 

of a spherical shape and an adequate particle density 

should be obtained. The diameters and interparticle 
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distances in Table 1 are shown to be in agreement 

with what is observed in the TEM images in Figure 

3. Overall, the observed trend is that as the surface 

pressure increased, the interparticle spacing 

increased as well with no effect on the particle 

diameter. However, in the case of C8 at 5 mN/m 

there was a spike in the diameter and interparticle 

distance which may be attributed to the 

agglomeration of NPs. For the sample C10 at 5 

mN/m, the resulting diameters and interparticle 

distances were smaller than the other C10 samples at 

2 mN/m and 10 mN/m which can be attributed to an 

error in the lift off procedure for the TEM grids. As 

a result, the expected trends relating surface pressure 

and interparticle distance of the samples are not seen. 

However, their correlation to the power outputs that 

are observed in the power density curves (Figures 4-

6) provide an accurate representation of the 

relationship of nanoparticle size and surface pressure 

to power output. 

 

Table 1. Nanoparticle diameter and interparticle 

distance for C6, C8 and C10 at 2 mN/m, 5 mN/m and 

10 mN/m. 

 

 Diameter (nm) Interparticle 

Distance (nm) 

Π 

(mN/m) 

C6 C8 C10 C6 C8 C10 

2  4.1 

± 

1.3 

2.6 

± 

0.2 

3.9 

± 

0.2 

6.8 

± 

1.3 

5.4 

± 

0.4 

6.1 

± 

0.3 

5 2.9 

± 

0.1 

6.8 

± 

3.2 

2.2 

± 

0.3 

8.6 

± 

0.5 

11.4 

± 

1.7 

4.8 

± 

0.2 

10 2.9 

± 

0.5 

2.6 

± 

0.3 

3.9 

± 

0.2 

9.2 

± 

0.6 

6.5 

± 

0.6 

6.7 

± 

0.9 

 

 

 

 

 

 

Figure 3. TEM micrographs of synthesized Ag 

nanoparticles at 100 nm for C6 at 2 mN/m, 5 mN/m  

and 10 mN/m, C8 at 2 mN/m, 5 mN/m and 10 mN/m, 

and C10 at 2 mN/m, 5 mN/m and 10 mN/m.  

 

3.2. Fuel Cell Test 

To assess the impact of interparticle distance on 

the Sustainion membrane anion transport and its 

resulting fuel cell power output, MEAs (5 cm2) were 

prepared and tested at various surface pressures for 

each of the Ag NP samples and compared to that of 

a commercial Sustainion membrane without the 

addition of NPs. From Figure 4, increased power 

outputs were observed for all samples at 2 mN/m 

compared to the control; the peak power density for 

the control in all cases was observed to be 443.28 

mW/cm2. At 2 mN/m, the peak power density was 

achieved for C6 at 557.40 mW/cm2 which equates to 

a 25.7% increase over the commercial membrane. 

When the fuel cell tests were performed for the Ag 

NP samples at 5 mN/m, the effect of sample integrity 

on power output became quite prominent. As seen in 

Figure 5, the power density for C6 had steadily 

increased by 5%, whereas C8 and C10 had decreased 

drastically by 21% and 10%, respectively. Despite 

these changes in power densities, the power outputs 

for C6 and C10 at 5 mN/m remained greater than that 

of the commercial membrane, however the C8 

sample was observed to drop slightly below that of 

the control by 3.5%. At 5 mN/m, the peak power 
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density was achieved for C6 at 584.12 mW/cm2, 

which is attributed to a 31.8% increase over the 

commercial membrane. During the last iteration of 

fuel cell tests at 10 mN/m, an overall increase in 

power outputs were observed again for all samples 

compared to the control (Figure 6). Here, the 

maximum power output increase across all samples 

was achieved by C8 at 750.85 mW/cm2, followed by 

C6 at 624.90 mW/cm2, and finally C10 at 608.52 

mW/cm. This maximum increase in power density 

observed by the C8 sample resulted in an overall 69.4 

% increase in power output over the commercial 

membrane.  

Figure 4. Power density and polarization curves for 

a commercial Sustainion membrane without Ag NPs 

and for Ag NPs deposited onto the Sustainion 

membrane at 2 mN/m. 

Figure 5. Power density and polarization curves for 

a commercial Sustainion membrane without Ag NPs 

and for Ag NPs deposited onto the Sustainion 

membrane at 5 mN/m. 

 

Figure 6. Power density and polarization curves for 

a commercial Sustainion membrane without Ag NPs 

and for Ag NPs deposited onto the Sustainion 

membrane at 10 mN/m. 

 

The data presented in Figures 7 and 8 display 

the overall effects of surface pressure and thiol length 

on the peak power densities achieved. The expected 

trend is apparent in the figures despite dips in power 

at 5 mN/m which, as previously stated, may be 

attributed to lift off error in the coating of the 

membranes or nanoparticle agglomeration. For C8 at 

5 mN/m, larger sized particles of maximum size 10 

nm and large interparticle distances of 13.1 nm are 

seen in Figure 3 and Table 1 which naturally 

correlate to a low power density as expected. TEM 

images for C10 at 5 mN/m displayed particles that 

were disrupted due to the error in lift off procedure 

thus resulting in a lower power density. This 

indicates that the power output of the fuel cells is 

sensitive to the quality of the NP samples placed on 

the membrane. For C8 at 10 mN/m, the particles size 

was among the smallest being at a maximum of 2.3 

nm, and also had a relatively small interparticle 

distance at approximately 6.5 nm. Nevertheless, the 

NP size and interparticle distances seen in the TEM 

images and Table 1 reflect the expected trends 

overall, with samples that include smaller sized 

particles and higher particle densities resulting in the 

greatest peak power densities overall. As shown in 

Figure 5, C8 at 5 mN/m had the lowest power density 

due to the aforementioned circumstances, and C8 at 
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10 mN/m performed the best as it had a much smaller 

average particle size and shorter, uniform 

interparticle distances. Therefore, a clear correlation 

of the effect of particle size and interparticle distance 

on power density was shown and is represented in 

Figure 7. These results prove the hypotheses 

predicted by Green et al., as the substantial increase 

in power output indicates that with high-quality 

particles in intimate contact, there exists an optimal 

region between the particles that will effectively 

facilitate anolyte adsorption. To improve upon this 

study, increasing the number of trials for the fuel cell 

testing should be implemented to provide a statistical 

significance to the results. 

 

Figure 7. Comparison of corresponding peak power 

densities for AEMFCs with thiol-stabilized Ag NP 

coated membranes at increasing surface pressures. 

 

 
Figure 8. Comparison of maximum power outputs 

observed for each thiol length Ag nanoparticle 

compared to the control commercial Sustainion 

membrane without nanoparticles. 

3.3. Surface Phenomenon Hypothesis Validation 

To validate the synergistic effects between the 

membrane and the catalytic efficiency as predicted 

by Green et. al., it is important to determine whether 

the increase in power density is a result from an 

increase in the number of nanoparticles within the 

system, an increase in surface compression, or a 

membrane effect which contributes to the efficiency 

of the catalytic reaction. Regarding the potential 

dependence of power output on the number of 

particles, it was determined separately that at a 

surface pressure of 5 mN/m, 10 µg of C6 NPs had 

been deposited onto the Sustainion membrane. Given 

that there is a baseline of 3.8 mg of Pt on the 

electrodes of the fuel cell, incorporating 10 µg of Ag 

NPs into this system would account for a 0.3% 

increase in the total number of nanoparticles within 

the system. If it were the case that a direct 

relationship exists between the power output of the 

fuel cell and the number of nanoparticles within the 

system, then theoretically there should have been 

only a 0.3% increase in the power density for C6 at 

5 mN/m. However, this was clearly not the case 

given that a 31.8% increase in power density was 

observed for C6 at this surface pressure. 

Additionally, this drastic increase in power output 

cannot simply be attributed to the catalytic behavior 

associated with Ag NPs since it is well known that Pt 

is a more efficient catalyst for the HOR and ORR 

reactions [5]. In regards to the potential dependence 

of power output on surface compression, the fuel cell 

test for the C10 sample was repeated with the NPs 

sprayed onto the membrane (in an amount estimated 

to be proportional to the particle density after being 

exposed to a surface pressure of 10 mN/m) as 

opposed to being coated using the LB trough. Under 

the assumption that there will be more Ag NPs on the 

membrane at 10 mN/m as opposed to 5 mN/m, 20 µg 

of C10 NPs were sprayed onto both sides of the 

membrane. If it were the case that the power output 
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was directly proportional to the surface pressure that 

the NPs were subjected to, then the expected power 

density for the C10 NPs sprayed onto the membrane 

should have been lower than that of C10 NPs that 

were deposited onto the membrane at 10 mN/m. 

However, as demonstrated in Figure 9, this was 

unsubstantiated as there was only a 2% difference in 

power density that was observed between the two 

tested samples. Therefore, these tests further support 

the predictions of Green et al. in regards to the 

membrane having a synergistic effect on efficiency 

of the HOR and ORR catalytic reaction.  

The fuel cell test of the C10 sample being 

sprayed onto the membrane as opposed to being 

coated using the LB trough was also applied to 

confirm the dependence of power output on the 

geometry of the NPs. It was expected that the NPs 

platelet geometry consequent of using the LB trough 

would provide a greater power output in accordance 

with the effects predicted by Green et. Al. However, 

from the spray test seen in Figure 9, it was revealed 

that there was only a 2% difference in power density 

as a result of using the LB trough. It should be noted 

however, that the platelet geometry is assumed to 

have formed via the LB trough process. The TEM 

images alone are not enough to validate the actual 

geometry of the NPs, so further testing is required in 

order to confirm the formation of platelets. Despite 

this shortcoming, a platelet geometry was deemed 

unnecessary and an alternative optimal procedure to 

apply NPs onto the membrane can be determined in 

a future study. 

 

 
Figure 9. Comparison of the power density and 

polarization curves for C10 Ag NPs sprayed onto the 

Sustainion membrane as opposed to coating the 

membrane using the LB trough for C10 at 10 mN/m. 

 

4. Conclusion  

We have shown that Ag NPs placed directly on 

the membrane in an AEMFC can enhance the power 

output by up to 69.4%, which is ~75% of the desired 

standard output set by the DoE. A strong dependence 

of thiol length (i.e., NP size) and surface pressure 

(i.e., distance between the particles) on power output 

have been observed as predicted by Green et al. It 

was also demonstrated that an increase in power 

density is a surface phenomenon between the 

particles and the membrane, however an additional 

study is required to determine the aspect ratio of the 

particles. Furthermore, increasing the number of 

trials for all tests, increasing the surface pressure that 

the NPs were subjected to beyond 10 mN/m, as well 

as performing the validation tests for the Green et. al. 

predictions for various particle parameters are 

warranted to implement statistical analysis and 

provide a statistical significance to the results of this 

study. Future work must also be conducted to 

determine the mechanism by which the membrane 

operates and further confirm whether the mechanism 

predicted by Green et al. is truly in effect. Performing 

FIB electron microscopy will allow us to validate 

whether surface pressure is causing the nanoparticles 

to split apart and determine if an optimum surface 
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pressure exist. Additional tests, such as cyclic 

voltammetry, may be performed to analyze 

degradation of the MEA and assess whether the 

AEMFC meets the desired requirements set by the 

DoE. Ag alloys may be synthesized to protect the Ag 

from degradation and stabilize it to improve AEMFC 

durability. Lastly, Density Functional Theory (DFT) 

calculations can predict the effects of alloys, 

followed by durability testing to validate theoretical 

assumptions and confirm results.  
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Abstract 

Difficulty in determining the original order of DNA fragments generated from genomic DNA for Next 

Generation Sequencing (NGS) clonal template library preparation is a problem that often leads to errors during 

NGS and an inability to sequence repetitive genomic regions. Accordingly, the development of a fragmentation 

method that preserves information about fragments’ long-range positional order in genomic DNA is warranted 

[1]. Fragmentation via transposases that can simultaneously fragment and label DNA (“tagmentation”) not only 

with NGS adaptors and indices but also with information about original positional order is a potential solution. 

In preliminary steps toward the development of such a method, several solutions composed of λ-DNA and NaCl 

in tris-ethylenediaminetetraacetic acid (TE) buffer were prepared and used for testing DNA adsorption onto 

polydimethylsiloxane (PDMS, a proposed substrate for transposase attachment) via a timed, dip and slow 

withdrawal method using a customized apparatus equipped with a stepping motor. DNA adsorption onto PDMS 

was confirmed by fluorescence microscopy, with maximum DNA density found using a 6.25 µg/ml λ, 100 mM 

NaCl solution, while optimal densities for DNA library preparation were found using lower DNA concentrations. 

Variations in the linearity and uniformity of DNA stretching in numerous trials was observed and attributed, in 

part, to PDMS surface effects. Subsequent transferal of DNA from PDMS to a Si wafer coated with polyacrylic 

acid (PAA, a proposed surface for transposase activation), and successful desorption of DNA from the PAA were 

also confirmed by fluorescence microscopy in numerous trials.   

 

Keywords: NGS, next-generation sequencing, DNA, adsorption, PAA, PDMS, tagmentation 
 

 

1. Introduction 

The celebrated and well-known Human Genome 

Project (HGP) is a landmark in the science of 

genetics. Begun in 1990 and completed in 2003 at a 

total cost of USD $3 billion [2], the HGP was a 

massive, international, cross-disciplinary effort to 

map and sequence the human genome. It involved 

hundreds of scientists and mathematicians and 

numerous institutions, and culminated in the creation 

of the first human reference genome.  

Contrary to a widespread misconception, the 

HGP did not produce a complete reference genome. 

The early reference contained numerous gaps. In 

particular, highly repetitive chromosomal regions 

(the so-called, “repeatome”) proved intractable to the 

sequencing methods in existence at the time. (DNA 

sequencing for the HGP was performed using a 

scaled-up version of the Sanger method, with 

numerous parallel capillary tubes employed for gel 

electrophoresis and radioactive or fluorescent 

labeling to identify base pairs incorporated by a 

polymerase.) In subsequent years, advances in 

sequencing technology and bioinformatics would 

lead to growth in the corpus of knowledge of human 
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genetics such that the latest human genome 

reference, GRCh38, contains fewer than 1000 gaps 

[3].  

Despite these improvements, the repeatome has 

still not been comprehensively sequenced and, more 

problematically, the DNA used to create GRCh38 

comes from just 20 donors, with over 70% coming 

from a single “individual who had a high risk of 

diabetes” [3]. Consequently, the reference does not 

sufficiently capture the allelic or, more generally, the 

genomic diversity of the human population. One of 

the primary applications of the reference is in 

analysis of reads obtained when sequencing an 

individual’s DNA; as a result, the reference’s 

deficiencies contribute, in part, to difficulty in 

identifying variations that may occur in DNA on an 

individual basis, such as structural variations (SVs). 

However, such information is of relevance from a 

medical standpoint: among the SVs that have been 

identified, many have been shown to be pathogenic 

[3]. Moreover, the repeatome has also been shown to 

play a role in disease, and is known to be mutation 

prone [4], factors which compound the problem.  

In short, limitations in the present state of the art 

of DNA sequencing technology have led to 

deficiencies in reference genomes and the related 

problem of deficiencies in sequencing individual 

DNA (since individual sequencing both entails many 

of the same challenges as compiling a reference, as 

well as the aforementioned comparison to the 

reference as an inherent part of the sequencing 

process). Superior sequencing technology leading to 

a truly comprehensive genomic reference (both 

lacking gaps and representative of human genomic 

diversity) and the ability to rapidly, accurately, and 

affordably sequence individuals’ genomes will, in 

turn, lead to the development of universal, 

genetically-tailored medicine, which promises to be 

a formidable tool in the prevention, diagnosis, and 

treatment of disease. Moreover, such technology 

would more generally contribute to our 

understanding of genetic phenomena such as the 

specific functionality of individual genomic 

elements, proteomics [2], and epigenetics. 

Since their introduction approximately 13 years 

ago, the various high-throughput DNA sequencing 

technologies known by the umbrella term, “Next-

generation sequencing,” (NGS) have led to vast 

improvements in the speed and massive reductions in 

the cost of DNA sequencing relative to the older, 

low-throughput, and expensive Sanger method, and 

are responsible for advances toward the development 

of individualized sequencing and the improvements 

in genomic references discussed previously [5]. 

However, all NGS technologies entail a complex 

DNA clonal template library preparation process, 

still produce error rates as high as 15% [5], and are 

limited to short, 10-15 kbp read lengths (or less), 

making DNA fragmentation a prerequisite for their 

use [6]. Errors during NGS include incorrect 

nucleotide substitution, cross-talk stemming from 

overlapping of absorption and emission spectra 

(amongst either adjacent nucleotides or adjacent 

clusters), dimming of fluorescent readouts, and 

phasing (unsynchronized sequencing within a 

cluster) [7]; these problems can originate during any 

step of the NGS workflow (e.g., as a result of DNA 

damage) [8].  

The comparatively huge size of human 

chromosomes (47-249 Mbp) relative to NGS read 

lengths leads to the difficulty sequencing repetitive 

regions (whence, in part, the gaps in the reference 

genome), and problems such as the inability to 

distinguish genes from pseudogenes [9]. 

Furthermore, of special relevance to individual 

genomic sequencing, the short read lengths lead to 

the difficulties identifying SVs and performing 

haplotype phasing [9]. Complex data analysis, 

computational methods, and bioinformatics work 

utilizing the reference genomes are required to 

attempt de novo genomic DNA reassembly using 

NGS [5,6], and the process is failure prone (see 

Fig.1). 
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1. Library preparation. 

 
2. Cluster amplification. 

 
 

 
3. Sequencing. 

 
 

 

4. Data analysis:  

 

 
Fig. 1 NGS – Sequencing by synthesis (SBS) via the Illumina 

platform is one of the most widely used NGS technologies. 

DNA is first fragmented and adaptors and indices are attached. 

Next, DNA is loaded onto a flow cell carrying a “lawn” of 

oligonucleotides that bind to the adaptors on the fragments. 

Bridge amplification (a variation of PCR) is performed, 

ultimately leading to strands which are then sequenced as 

fluorescently-labeled, dideoxynucleotides are incorporated by 

DNA polymerase, the sample is imaged, and incorporated base 

pairs are identified by emission spectra. At the end of each 

imaging cycle, the labels are removed, the hydroxide groups on 

dideoxynucleotides are restored, and elongation is continued. 

After completion of sequencing, reads (many of which are 

redundant / overlapping, as depicted) are compared to a 

reference genome. The method lacks an effective way of 

determining where the fragments came from within genomic 

DNA if they cannot be reconciled during alignment and data 

analysis. This is especially problematic when sequencing DNA 

from the repeatome, dealing with fragments derived from 

regions containing SVs or pseudogenes, or attempting to 

perform haplotype identification.  

 



Journal of Undergraduate Chemical Engineering Research 

 

52 

 

A fundamental challenge inherent in NGS is 

loss of awareness of the spatial-relatedness of the 

numerous DNA fragments created during the 

preliminary fragmentation of genomic DNA. The 

problem of piecing together millions of amplified 

DNA fragments might be likened to trying to solve a 

jigsaw puzzle with only one specific solution (the 

original genome), but millions of pieces that are 

either indistinguishable (e.g., if they are fragments 

from the repeatome), unidentifiable (if they are 

fragments corresponding to regions containing SVs 

or pseudogenes, or are otherwise unable to be 

reconciled to the reference), too numerous (e.g., if a 

certain starting fragment was over amplified due to 

bias), or simply absent (e.g., if a certain starting 

fragment was insufficiently amplified).  

Accordingly, the objective of this work is to 

contribute to the development of an improved NGS 

DNA library preparation method which is simple to 

perform, affordable, and contributes to error 

reduction and process streamlining by preserving 

information about the spatial-relatedness of DNA 

fragments via an ordered fragmentation process.  

Sokolov et.al. have previously demonstrated that 

DNA immobilization on a polymethyl methacrylate 

(PMMA) coated silicon wafer [1,6] and subsequent 

fragmentation by targeted delivery of the DNA-

cleaving enzyme DNase I with a lithographically-

patterned stamp of polydimethylsiloxane (PDMS) or 

reservoir apparatus with microfluidic channels for 

DNase I delivery [1] are plausible. However, 

fragmentation by an enzymatic method precludes 

labeling or barcoding of the fragments in a manner 

facilitating the preservation of their long-range 

positional order in genomic DNA. Benke, et. al. 

investigated DNA adsorption on PDMS and 

proposed a phenomenological model to describe it 

[10].  Inspired, in part, by this work, it is 

hypothesized that DNA can be immobilized on a 

solid, lithographically-patterned substrate (PDMS) 

for transposase attachment and subsequently 

transferred via stamping to a poly-acrylic acid (PAA) 

coated silicon wafer (a suitable surface for 

transposase activation), before, finally, being 

removed by desorption for NGS. PDMS is an ideal 

substrate for such an application as it has been 

demonstrated that it can be used for immobilization 

and linear, uniform stretching of DNA [10]. PDMS 

is also readily patternable by soft-lithography, which 

may facilitate transposase attachment: if DNA is 

adsorbed on PDMS perpendicular to grooves created 

on the PDMS by soft-lithography, it is possible that 

transposases can be attached to the DNA by 

introducing a solution containing them via 

microfluidic flow through the grooves. PAA, on the 

other hand, has not been demonstrated to be effective 

for linear, uniform stretching of adsorbed DNA, but 

it possesses useful properties such as reversible 

solubility in water [11], which may be exploitable for 

activation of transposases and easy DNA desorption. 

Accordingly, the primary objective of the work 

reported here was to demonstrate the feasibility of a 

DNA adsorption, stamping, and desorption 

procedure using surfaces without a pattern as 

preliminary steps toward confirming this hypothesis. 

 

2. Experimental Methods 

2.1 Preparation of PDMS Stamps 

Sylgard 184 (PDMS, Dow Corning) and curing 

agent were thoroughly mixed in a ten to one ratio by 

weight, respectively, and approximately 8 g of the 

resulting mixture were transferred to a Petri dish 

(Sarstedt 83.3902) and vigorously mixed with a 

disposable plastic stirrer for approximately ten 

minutes. Most air bubbles resulting from the 

incipient curing process were permitted to rise from 

the mixture, after which the dish was transferred to a 

vacuum desiccator to eliminate any remaining 

bubbles and, finally, placed on heater and left to cure 

for four hours at 65° C. The resulting solid, circular 

piece of PDMS was then removed from the Petri dish 

and carefully cut into rectangles of approximately 

one centimeter squared total area using a razor blade. 
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The stamps were then transferred to a custom 

machined, Teflon tray that had been previously 

subjected to ultrasonic cleaning in DI water and 

soaked in ethanol (Pharmco 111000200, 200 proof) 

overnight, after which they were again subjected to 

vacuum desiccation overnight to remove the ethanol. 

 

 
Figure 2. PDMS stirring in Petri dish during curing  

 

 
Figure 3. Silicon wafer, prior to coating 

 

2.2 Preparation of PAA-coated, Si Wafers 

 

PAA-coated, silicon wafers were prepared by 

spin-casting. Polyacrylic acid (MW ~50,000, 25 wt% 

solution in water, Polysciences, Inc. 00627-50) was 

diluted to 1.25% with DI water and filtered. 2-5 mL 

of the solution was then deposited on a silicon wafer 

of approximately two inches in diameter and 

mounted on a spin-caster (Headway PWM32). Spin-

casting was performed for 30 seconds at 2500 rpm to 

produce a uniform PAA-coating.  

 

2.3 Preparation of DNA Solutions 

λ-DNA (NEB, N3011S or Takara 3010) was 

selected due to its low cost and simple genome (a 

convenience for initial sequencing experiments 

planned in the near future). Solutions were prepared 

in tris-ethylenediaminetetraacetic acid (TE) buffer 

(1X, Sigma 93283-100ML) with SyBr Gold dye 

(Thermo Fisher Scientific S11494) stock solution 

diluted 10X, and varying amounts of 1 M NaCl 

(aqueous dilution of 5M, Sigma 59222C-500ML) as 

indicated in Table 1.  

 

 
Table 1. DNA solutions.  

 

 DNA concentrations were varied with the 

objective of obtaining optimal adsorbed DNA 

density and morphology (minimal overlapping, 

moderate DNA coverage, and absence of branching 

or curling) for the proposed goal of transposase 

attachment. The solutions were prepared according 

to the following procedure: firstly, in all cases, 20 µl 

λ-DNA, 10 µl SyBr gold stock solution diluted 10X, 

and 170 µl of TE were pipetted into a PCR tube, 

vortexed for 30 seconds, and left to incubate for one 

hour. Then, the appropriate quantities of TE and 

NaCl solution were added to the tube to achieve the 

compositions described in the table above, and the 
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solutions were vortexed for an additional 30 seconds. 

When necessary, solutions were heated as indicated.  

 

2.4 DNA Adsorption on PDMS, Stamping onto PAA, 

and Desorption 

 

Dipping of PDMS for DNA adsorption and 

analysis by fluorescence microscopy was performed 

with one PDMS stamp at a time. 770 µl of the 

solutions were individually transferred to custom-

machined, Teflon wells that served as a solution 

repository during dipping. A customized apparatus 

equipped with Teflon tweezers to hold a PDMS 

stamp, a stepping motor, linear drive stage, and 

computerized control were used to vertically lower 

the stamps into the solution wells and then slowly 

retract them after a 30 second incubation period (See 

Fig. 4, 5). The samples were then transferred to a 

clean Petri dish and examined and photographed 

using fluorescence microscopy (Leica 

Confocal/Fluorescence Microscope TCS SP2) with 

63X magnification and a water lens. Nuclease-free 

water (Qiagen 129115) was used for viewing with 

the water lens. In many cases, solution was preserved 

in the well for several hours and used for multiple 

PDMS stamp dips, with care taken to cover it 

between dips in order to prevent entry of dust or other 

contamination. 

 Stamping was performed by affixing PAA-

coated silicon wafers to a custom-machined, Delrin 

board with nylon screws to hold them in place. A 

previously-dipped, PDMS stamp was then placed on  

the wafer with the leading edge of the dip (the end 

that went first into the solution during the dipping 

process) hanging slightly off the edge (about 1 mm) 

to facilitate its later removal with tweezers. A brass 

weight of 50 g was placed on top of the sample and 

manual force was applied for about one minute to 

transfer DNA from the PDMS to the PAA (See Fig. 

6). The PDMS and PAA were then both examined 

and photographed to assess DNA transfer, again 

using fluorescence microscopy.  63X magnification 

and a water lens was used for the PDMS. For the 

PAA, either the same lens and magnification were 

used or, alternatively, a 40X oil lens was also used 

on some occasions. To prevent desorption of the 

DNA and dissolution of the PAA coating during use 

of the water lens, a glass slide was positioned 

between the lens and the sample when examining the 

PAA, and care was taken to avoid infiltration of 

water by capillary action between the slide and the 

sample. 

 

 
Figure 4. Custom apparatus for dipping PDMS 

stamps in DNA solution. Note Teflon tweezers (to 

hold PDMS) and well (to hold solution for dipping).  
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Figure 5. Close-up view of tweezers and PDMS 

stamp immediately prior to dipping in λ solution. 

 

 

 

Figure 6. PDMS being stamped on a PAA wafer.  

 

 

Figure 7. Customized apparatus for precise, small 

volume droplet deposition 

 

Desorption of DNA from PAA was tested with 

an optimal density sample according to the following 

procedure. A PAA-coated silicon wafer with DNA 

stamped on its surface was affixed as described 

previously to a Delrin board and placed under a 

custom-designed, mechanical apparatus (Fig. 7) 

designed to hold a pipette and deposit extremely 

small volume drops of liquid (≈1 µl) with high 

precision. The pipette was loaded with 1 M NaCl 

solution and several carefully positioned droplets 

were placed on the PAA surface in regions where the 

presence of DNA was previously confirmed by 

microscopy. The sample was then reexamined at 63X 

magnification with a water lens (again employing a 

slide to avoid wetting of the PAA/uncontrolled DNA 

desorption) to check for evidence of DNA 

desorption.   

 

3. Results and Discussion 

 

A general trend of increasing adsorbed DNA 

density on PDMS stamps was observed with 

increasing concentrations of λ in the solutions that 
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stamps were dipped into. Moderate densities of 

cleanly stretched DNA were frequently observed at 

3.12 µg/ml λ, 2 µg/ml λ, and 1.56 µg/ml λ 

concentrations (Fig. 8), though in some cases, the 

1.56 µg/ml λ in particular yielded extremely low 

densities (scattered strands of DNA that were 

difficult to detect by fluorescence microscopy by 

virtue of their scarcity on the stamp, Fig. 9). Higher 

densities of adsorbed λ were usually observed with 

6.25 µg/ml λ or 3.12 µg/ml λ solutions, with the 

highest found using 6.25 µg/ml λ and 100 mM NaCl. 

Branching of adsorbed DNA – rather than clean, 

linear stretching – was usually observed with 6.25 

µg/ml λ solutions and frequently observed with 3.12 

µg/ml λ solutions (Figs. 10, 13). It was also less 

frequently observed at concentrations of 1.56 µg/ml 

λ when NaCl was added. The branching effect was 

usually more pronounced at higher NaCl 

concentrations. In some cases, particularly with 

higher DNA concentration solutions, adsorbed DNA 

was found to be curled into a chromatin-like state and 

neither stretched nor branched (Fig. 11). Most PDMS 

stamps (regardless of which solution they were 

dipped into) exhibited notable variation in the 

density and character of the adsorbed DNA (Fig. 12). 

With higher DNA concentration solutions, 

successive dipping of different PDMS stamps into 

the same well often produced a noticeable decline in 

the amount of DNA that was adsorbed. The effect of 

heating solutions on DNA adsorption on PDMS was 

inconclusive, with similar variations in adsorbed 

DNA morphology and density detected when both 

unheated and heated solutions were used, and no 

suggestive trends.  

 Stamping onto PAA resulted in an apparent 

failure to transfer DNA from PDMS approximately 

50% of the time in numerous trials. However, 

successful transfer by stamping was confirmed on 

several occasions, both by observation of DNA on 

PAA (Figs. 13, 14, 17) and reexamination of PDMS 

subsequent to its being used for stamping, where a 

delineation between areas that still exhibited 

adsorbed DNA and others which did not was 

sometimes detected (Fig. 15). The transfer 

efficiency, assessed qualitatively, varied. In some 

cases, an efficiency evidently approaching 100% was 

detected, with a sharp delineation between the area 

of the PDMS that did not contact the PAA (and 

therefore retained DNA) and that which did (and, 

concordantly, did not exhibit any adsorbed DNA) 

(Fig. 16). In other stamping trials, in areas of PDMS 

that contacted PAA, an irregular DNA distribution 

on PDMS was observed post-stamping, with an 

apparent diminution in the overall density and a 

disruption in the observed character of the DNA 

(relative both to images of the exact sample prior to 

stamping, and DNA still visible on areas of the 

PDMS that were not placed over the PAA, since, as 

described previously, the stamp was left hanging off 

the PAA to facilitate its removal) (Fig. 17).   

 Several examples of PAA that exhibited the 

moderate DNA densities considered ideal for the 

overarching, future goal of transposase attachment 

and activation for NGS library preparation were 

selected for desorption tests. Deposition of a droplet 

of NaCl solution was found to be successful at 

removing DNA, with the areas within the droplet 

exhibiting a distinct absence of DNA relative to the 

areas adjacent to the droplet (where adsorbed DNA 

was still visible) (Fig. 18). 
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Figure 8. λ-DNA on PDMS subsequent to dipping in 

2 µg/ml λ-DNA with 0 NaCl. Note moderate density 

and clean stretching of DNA. This is considered 

optimal and was only observed with some 3.12 µg/ml 

λ-DNA 25 mM or 0 NaCl, 2 µg/ml λ-DNA 0 NaCl, 

and 1.56 µg/ml λ-DNA 12.5 mM NaCl solutions.  

 

 

 
Figure 9. λ-DNA on PDMS. 2 µg/ml λ, 0 NaCl dip 

solution. Very sparce DNA adsorption. Unsuitable 

for transposase attachment by an ordered means. 

 

 

 

 
Figure 10. λ-DNA on PDMS. 6.25 µg/ml λ, 50 mM 

NaCl dip solution. Marked example of branching 

(unsuitable for stamping and transposase attachment 

by an ordered means).  

 

 

 

 

 
Figure 11. λ-DNA on PDMS. 6.25 µg/ml λ, 50 mM 

NaCl dip solution. Marked example of curling into 

chromatin-like state (similarly unsuitable for 

stamping and transposase attachment by an ordered 

means). 
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Figure 12. λ-DNA on PDMS. 6.25 µg/ml λ, 50 mM 

NaCl dip solution. Note inconsistency. Excessive 

density and branching in some areas, clean stretching 

in others. These characteristics warrant more 

investigation and may be attributable, at least in part, 

to PDMS surface effects.  

 

 

 

 
Figure 13. λ-DNA on PDMS. 6.25 µg/ml λ, 50 mM 

NaCl dip solution. High density and branching, 

visible here, were commonly observed when using 

this solution and also with 3.12 µg/ml λ solutions.  

 

 
Figure 14. λ-DNA on PAA subsequent to stamping. 

This DNA was stamped to PAA using the exact 

PDMS stamp appearing in Fig. 13. This is an 

example of efficient transfer, with a density that 

resembles that on the PDMS and similarities in the 

pattern. (This was an early test of stamping that was 

carried out at higher density despite the 

undesirability of excessive density.) 

 

 
Figure 15. λ-DNA on PDMS subsequent to PAA 

stamping, reexamined at border of stamped region. 

Note the sharp delineation at the border between the 

stamped and unstamped areas, suggestive of high 

efficiency in this example. 
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Figure 16. λ-DNA on PDMS subsequent to PAA 

stamping, reexamined near the border of stamped 

region. Note the presence of a swath of adsorbed 

DNA beyond the border of the stamped area, 

indicative of poor transfer efficiency.  

 

 

 

 

 
Figure 17. λ-DNA on PAA subsequent to stamping. 

Original PDMS stamp dipping solution was 3.12 

µg/ml λ, 25mM-NaCl.  

 

 

 
Figure 18. Desorption of DNA from the PAA 

sample appearing in Fig. 17. Note removal of DNA 

within NaCl solution droplet.  

 

 

The general trend of increase in the adsorbed 

DNA density with increasing dip solution DNA 

concentration was predictable and intuitive. Fine 

tuning of the solutions so that an optimal, moderate 

density for the future goal of transposase attachment 

and activation is consistently reproducible in a future 

NGS library preparation method is required. If DNA 

is too sparsely adsorbed on PDMS, there may be an 

insufficient quantity to work with for NGS. 

Conversely, if the adsorbed DNA is too dense, the 

process will be inefficient and wasteful. 

Additionally, if branching is present, attachment of 

transposases will be rendered more difficult (less 

controllable and inefficient). Results here suggest 

that an optimal density is most consistently attained 

with a 2 µg/ml λ solution and 0 NaCl or 1.56 µg/ml 

λ solution with 12.5 mM NaCl.  

The apparent reduction in the amount of 

adsorbed DNA observed at higher densities when 

successive stamp dips were performed into the well 

suggests that depletion of DNA in the well is a 

potential issue. A quantitative, rather than purely 

qualitative assessment of the DNA adsorption is 

warranted to assess and confirm this. Using identical 
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PDMS stamps with a known surface area as a 

control, and measuring adsorbed DNA surface 

densities during successive dip trials, followed by 

comparison of the quantity of the DNA removed 

thereby to the known original DNA content in the dip 

solution would be a straightforward approach.     

That solutions with zero NaCl concentration 

regularly produced high densities of DNA adsorption 

on PDMS conflicts with results of Benke et. al., who 

reported low DNA adsorption on PDMS at zero NaCl 

concentration [10]. Benke et. al. also reported a 

substantial impact of pH on DNA adsorption on 

PDMS, with the highest density at a pH of 4, a trend 

of higher density but reductions in stretching as pH 

values were decreased, and a trend of reduction in 

density at higher pH values [10].  Some experimental 

results reported here, such as curling of DNA and 

low densities, were also detected by Benke et. al. 

when adsorbing DNA on PDMS with low pH 

solutions [10], which suggests that solution pH may 

have been a factor. Additional, systematic 

experimentation incorporating pH as a variable in 

our method is warranted. Branching and coiling were 

likely attributable to overly strong adhesion of DNA 

to the PDMS [10].   

Experimentation here did not include any 

attempt to assess the extent to which the frequently 

encountered variation in the quality of DNA 

adsorbed on PDMS was attributable to surface 

effects. It is possible that irregularities in the PDMS 

surface (such as deformation resulting from shearing 

forces exerted when cutting the PDMS into stamps 

with a razor blade, roughness created during the 

curing process due to trapped air bubbles, or 

roughness on the surface of the Petri dish in which 

the PDMS was cured) could have been responsible 

for changing both the morphology and density of 

adsorbed DNA. More investigation and thorough 

characterization of PDMS stamp surfaces prior to 

dipping is warranted.  

  The absence of any discernable trend or 

impact stemming from heating of the solutions 

warrants further investigation. Heating was 

employed with the belief that it might reduce 

branching and DNA concatenation due to the 

presence of sticky ends, as well as promote binding 

of the dye to the DNA, thereby improving image 

brightness. (Dimness during fluorescence 

microscopy was a frequent issue.) 

 Variations in the efficiency of DNA 

transferal from PDMS to PAA were likely 

attributable to several distinct factors. Firstly, as 

mentioned in the procedure, the stamping was 

performed by applying force by hand; by its nature, 

this is obviously not precisely controllable or 

quantifiable. Application of a greater and more 

uniform force than that supplied by a human hand 

might induce more complete contact between the 

PDMS and PAA during stamping and, thereby, 

improve transfer efficiency (provided that the force 

is not so great that it crushes the silicon wafer). 

Residual amounts of aqueous solution on the PDMS 

may have also been responsible for transfer 

efficiency variations (despite attempts to dry the 

PDMS stamps after viewing under the microscope 

water lens, trace amounts sufficient to wet and 

partially dissolve the surface of the PAA to the 

detriment of the transferal process may have been 

present). Additionally, shearing forces experienced 

by the DNA during removal of the PDMS from PAA 

after stamping may have disturbed the DNA.  

(PDMS stamp removal from PAA after stamping 

was performed as carefully as possible using Teflon 

tweezers, with an attempt to limit any lateral sliding 

of the stamp along the surface of the PAA that would 

produce shear force; nevertheless, this procedure 

suffers from the limitations of human fine motor 

control.)  

 For incorporation into a future NGS clonal 

template library preparation method, it is envisaged 

that this procedure could be expanded by performing 

DNA adsorption on a PDMS stamp created by soft-

lithography. As mentioned previously, a PDMS 

stamp containing grooves created by soft-
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lithography was used by Sokolov, et. al., to deliver 

the DNA-cleaving enzyme DNase1 to DNA 

immobilized on a PMMA-coated silicon wafer. An 

alternative use for such a patterned PDMS stamp 

might be to carry out DNA adsorption according to 

the method reported here, and take advantage of 

DNA segments spanning grooves in the PDMS to 

deliver a solution containing transposases by 

microfluidics. Subsequently, the DNA could 

possibly be stamped onto PAA where a magnesium 

ion solution could be used for transposase activation. 

Additional work is required to ultimately develop an 

effective procedure along these lines.   

 DNA desorption from PAA was performed 

using an NaCl solution which apparently dissolved 

the PAA while removing the DNA. While sufficient 

to demonstrate a basic proof of concept that DNA 

can be removed from PAA, this is unlikely to be an 

ideal approach for the end application. PAA was 

selected as substrate for stamping, in part, due to its 

reversible solubility [11]. In the presence of small 

concentrations of divalent cations such as Ca2+, 

easily obtainable by using, for example, a solution of 

CaCl2, PAA becomes water insoluble due to cross-

linkage of the polymer [11], a characteristic that may 

be of use for transposase delivery and activation, as 

well as desorption. It will likely be necessary to 

perform some or all of those actions on DNA 

adsorbed on PAA, where dissolution of the PAA 

would present a serious complication.  

 

4. Conclusion  

Adsorption of DNA onto PDMS and subsequent 

transferal via stamping to a PAA-coated, silicon 

wafer were demonstrated, with adsorbed DNA 

density on PDMS depending, in part, on solution 

DNA and NaCl concentrations, and variability in 

both the reproducibility and efficiency of DNA 

transferal from PDMS to PAA observed during 

multiple trials. Such methods of handling DNA 

could be incorporated into a future method of DNA 

clonal template library preparation for NGS, 

provided that suitable methods of transposase 

attachment and activation (possibly involving 

surfaces with a grating structure and microfluidics) 

or another means of rendering the original, genomic 

positional order of fragments identifiable can be 

devised. More work to investigate and explain the 

nature of both surface effects on DNA adsorption on 

PDMS and PAA and properties such as temperature 

and pH are warranted.  
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Abstract 

As researchers begin to focus on overcoming the effects of climate change, there is a growing interest in 

the search for alternative and sustainable clean energy sources. The use of proton exchange membrane fuel cells 

(PEMFC) is a developing technology that produces clean energy from hydrogen and oxygen, with fresh water 

and heat as the only byproduct and has a wide range of practical applications. The successful operation of a 

PEMFC with high efficiency and power output is dependent on all sub-systems of the fuel cell such as the flow 

field design, catalysts, membrane, and operating parameters. This study focuses specifically on the operating 

parameters: cell temperature, relative humidity (RH), and back pressure. While several studies have been 

conducted on the effects of individual operating parameters on the performance of PEMFC, our study takes a 

comprehensive approach to optimize the operating parameters, evaluating the influence of each parameter 

individually and collectively, simultaneously. The fuel cell performance was characterized using polarization 

curves, along with comprehensive power density curves for each specified operating conditions. Based on the 

results, higher operating temperatures at higher relative humidity levels led to greater fuel cell performance, 

whereas higher operating temperature at lower relative humidity levels resulted in adverse effects on performance. 

Increased relative humidity was found to have a positive effect on performance at higher operating temperatures 

due to reduced risks of flooding at higher temperatures. Higher back pressure was found to beneficial for fuel cell 

performance. The power density measurements suggest that the most significant parameter is operating 

temperature. 

 

Keywords: Proton Exchange Membrane Fuel Cell, Operating Conditions, Optimization, Performance, Power 

Output, Polarization Curve, Temperature, Pressure, Relative Humidity,  
 

 

1. Introduction 

The use of fossil fuels in energy generation has 

led to a concerning increase in carbon dioxide (CO2) 

emissions that is accelerating global climate change. 

The reduction of CO2 and other greenhouse gases, 

combined with the shift to clean forms of energy, has 

become paramount in the energy sector. As the most 

abundant element on Earth, hydrogen may act as a 

solution for the growing demand for clean energy. 

Fuel cell technologies are based on the utilization of 

hydrogen gas as an energy storage. Proton exchange 

membrane fuel cells, also known as PEMFCs, offer 

great advantages such as the ability to produce large 

amounts of energy with its small and compact 

volume, high conversion efficiency, and low 

operating temperatures [1]. This low temperature 
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operation, along with fast startup time and ideal 

power-to-weight ratio, makes PEMFCs ideal for use 

in practical transportation applications [2]. 

During fuel cell operation, hydrogen fuel is 

transported to the anodic side, while oxygen from air 

is fed to the cathodic side. The hydrogen oxidation 

reaction (HOR) and oxygen reduction reaction 

(ORR) that occur at their respective electrodes are 

typically slow reactions that require a catalyst, 

typically platinum, to accelerate the reaction kinetics 

[3]. The polymer electrolyte membrane is semi-

permeable with only proton passage allowed, 

preventing gas crossover. An electrical current is 

generated as the electrons travel along an external 

circuit to the cathode. The half reactions that occur at 

each electrode are shown in Equations 1 and 2. 

Figure 1 illustrates the schematic diagram of a PEM 

fuel cell operation.  

 
Figure 1. Schematic of PEM fuel cell [1]. 

 

Anode: 2H2 → 4H+ + 4e-   (1) 

Cathode: O2 + 4H+ + 4e- → 2H2O (2) 

Overall: 2H2 + O2 → 2H2O  (3) 

 

The success of a PEMFC for high efficiency and 

power output is dependent on several components, 

such as the flow field design, choice of catalyst and 

membrane, and operating conditions. Many 

fundamental studies have explored the individual 

effects of operating parameters, namely operating 

temperature, pressure, and relative humidity). In a 

study conducted by Ozen et al. [4], it was established 

that an increase in the relative humidity and 

temperature of inlet gases, and operating temperature 

of a fuel cell enhances the fuel cell performance. The 

study shows that the polymer membrane should have 

adequate moisture for high-efficiency performance 

as proton transport is accompanied by water, but 

an excess amount of water could also result in 

membrane flooding, which could limit the activity of 

the catalyst, thus lowering the performance of the 

PEMFC. Operating temperature influences the 

performance of a PEMFC as both mass transport and 

the conductivity of the membrane are enhanced at 

elevated operating temperature. However, at 

significantly higher operating temperatures, the 

performance of the fuel cell was found to be lower, 

which attributed to inadequate hydration. This 

explains the importance of water management and 

the selection of operating temperature of the 

PEMFC. In another study by Wang et al. [5], the 

results showed enhanced fuel cell performance with 

increasing back pressure. This increase was caused 

by the rise in the exchange current and density and 

reactant gas partial pressure.  

In this study, a holistic approach is adopted to the 

optimization of the operating parameters, evaluating 

the influence of each parameter individually and 

collectively. This work aims to determine 

which operating parameter has the most significant 

effect on enhancing the performance of the 

PEMFC.  The performance of the PEMFC was 

evaluated by individually varying each of the three 

operating conditions (temperature, pressure, and 

relative humidity) while keeping the other two 

operating conditions fixed. Multiple trials for each 

varying operating condition were performed at 

different levels of fixed operating parameters, 

defined as low, medium, and high. A detailed 
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description of all the variations of operating 

conditions is shown in Table 1. This study chose to 

work with a range of operating conditions typically 

found in practical real-life applications, such as front 

loaders. The novelty of this study is emphasized 

through the comprehensive and holistic approach, 

evaluating, and understanding the performance of the 

fuel cell throughout the entire range of each 

operating conditions from low to high.  

The experimental results are presented in 

polarization and power density curves. Polarization 

curves are useful for tracking the performance and 

behavior of a fuel cell under specific testing 

conditions. The polarization curves and peak power 

density measurements were used as a metric for 

defining performance and to determine the most 

influential operating parameter on fuel cell 

performance. 

 

2. Experimental Methods 

2.1. Equipment and Specifications 

In this study, the Scribner Model 850e Fuel Cell 

Test System was used to collect the polarization 

curves. A single cell fuel cell fixture, consisting of a 

Nafion™-212 membrane, gold-plated current 

collectors, anodized aluminum end plates and an 

active cell area of 5 cm2 with a platinum loading of 

0.3 mg/cm2 for the anode and cathode, was used. The 

Scribner 850BP unit was used to manually control 

the back pressure of the anodic and cathodic sides. 

 

 

 

 

 

 

 

 

 

 

2.2 Operating Conditions 

Table 1. Variation of Operating Conditions. 

Varying 

Operating 

Condition 

Low  

Fixed 

Operating 

Conditions 

Medium 

Fixed 

Operating 

Conditions 

High Fixed 

Operating 

Conditions 

Cell temperature: 

50°C, 62°C, 74°C 

5 psi,  

25% RH 

15 psi, 55% 

RH 

25 psi,  

75% RH 

Back pressure: 

5 psi, 15 psi, 25 

psi 

50°C,  

25% RH 

62°C,  

55% RH 

74°C,  

75% RH 

Relative humidity 

(RH): 

25%, 55%, 75% 

50°C,  

5 psi 

62°C,  

15 psi 

74°C,  

25 psi 

 

2.3 Methodology 

To obtain the polarization curves, the Scribner 

885 Potentiostat was used to acquire voltage and 

current measurements by linear sweep voltammetry. 

Voltage was swept from open circuit voltage (OCV) 

to 0.1 V in intervals of 0.05 V. The voltage was 

measured over a full current density range at 

different operating conditions to construct the 

polarization curve. The reactant humidification 

temperature was changed in accordance with the cell 

temperature to achieve the desired relative humidity. 

A stoichiometric ratio of 3:2 was used for air and 

hydrogen, respectively. Periodical purging of water 

from the system was done after every run. 

 

3. Results and Discussion 

3.1. The Effects of Operating Temperature on 

Performance 

To understand the effects of operating 

temperature on a PEM fuel cell performance, the 

polarization curves, shown in Figures 2, 3, and 4, 

were analyzed. The temperature effects on 

performance were studied at different fixed relative 

humidity levels and different fixed back pressures. 

The polarization curves showed that an increase in 

temperature had a positive effect on fuel cell 

performance with an exception to this trend, shown 
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in Figure 2. The exception occurred at the low fixed 

operating parameters (5 psi, 25% RH), where a 

decrease in performance was observed as 

temperature increased from 62 and 74°C. This 

phenomenon likely occurred due to operation at low 

RH. The water content at 25% RH did not provide 

sufficient membrane hydration at this high operating 

temperature, hence reducing the membrane 

conductivity and suffering greater ohmic losses due 

to an increase in ionic resistance to charge flow. 

Therefore, it is crucial that an increase in cell 

temperature is followed with an increase in 

humidification temperature to ensure proper 

hydration for optimal performance at elevated 

temperatures.   

In Figures 3 and 4, there was a slight performance 

increase at the medium current density regions, 

indicating small improvements in ohmic loss with 

increasing temperature. Esfeh et al. [8] studied the 

effects on temperature on concentration over-

potential and concluded that an increase in 

temperature led to a decrease in concentration over-

potential. This finding correlates with the 

experimental data, explaining the improvement in 

mass transport losses. For medium and high fixed 

operating parameters, the fuel cell performance 

increased consistently with increasing temperature. 

This is due to an increase in proton mobility and 

improved electrode kinetics for the oxygen reduction 

(ORR) and the hydrogen oxidation (HOR) [4].  The 

fixed medium and high relative humidity levels 

ensured that the membrane would not become 

dehydrated when the temperature was increased to 

74°C, unlike the case at low relative humidity. 

However, increasing operating temperature is 

limited by the membrane material limits as well. The 

membrane will eventually begin to degrade at a 

certain elevated temperature which will have an 

adverse effect on performance. By comparing the 

effects of operating temperature at low, medium, and 

high fixed operating parameters, it was observed that 

the best performance was achieved at a temperature 

of 74°C with fixed operating parameters of 25 psi 

and 75% RH. The highest power density output of 

0.66 mW/cm2 was observed at 74°C, 25 psi, and 75% 

RH. 

 

 
Figure 2. Polarization and power density curves for 

different cell temperatures at low fixed operating 

parameters of 5 psi and 25% RH. 

 

 
Figure 3. Polarization and power density curves for 

different cell temperatures at medium fixed 

operating parameters of 15 psi and 55% RH. 
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Figure 4. Polarization and power density curves for 

different cell temperatures at high fixed operating 

parameters of 25 psi and 75% RH. 

 

3.2. The Effects of Back Pressure on Performance 

To investigate the back pressure effects on fuel 

cell performance, polarization curves were scanned 

at different back pressures as shown in Figures 5, 6, 

and 7. To reiterate, this optimization approach 

studies the effects of back pressure at different levels 

of fixed relative humidity and operating temperature. 

Based on the polarization curves, it is evident that 

increasing back pressure had a positive effect on fuel 

cell performance in all levels of fixed operating 

parameters (low, medium, high). The performance 

increase with increasing back pressure was 

consistent throughout the entire voltage sweep, 

showing increased performance in all current density 

regions. According to a study done by Zhang et al. 

[9], it was established that higher back pressure 

resulted in faster electrode kinetics due to lower 

charge transfer resistance, overcoming activation 

losses. This is attributed to higher partial pressures of 

the reactant gases with increasing back pressure. The 

study also performed AC impedance spectroscopy at 

different back pressures, it was found that mass 

transfer resistance decreased as back pressure 

increased, indicating that higher back pressures led 

to reduced mass transport losses. Increased operating 

pressure is, however, limited by gas crossover 

through the membrane, which can decrease the 

performance of the fuel and raise safety concerns in 

terms of hydrogen-oxygen mixture.  

The highest power density was apparent at high 

back pressure operation of 25 psi. Comparing the 

pressure effect experiments at different fixed relative 

humidity and temperature, the highest power density 

measurement was found to be 0.647 mW/cm2 at 25 

psi, 74°C, and 75% RH. This finding indicated that a 

high back pressure (25 psi), along with high relative 

humidity and high operating temperature, exhibited 

the greatest power output and performance. 

 

 
Figure 5. Polarization and power density curves for 

different back pressures at low fixed parameters of 

50°C and 25% RH. 

 

 
Figure 6. Polarization and power density curves for 

different back pressures at medium fixed parameters 

of 62°C and 55% RH. 
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Figure 7. Polarization and power density curves for 

different back pressures at high fixed parameters of 

74°C and 75% RH. 

 

3.3. The Effects of Relative Humidity on 

Performance 

The influence of relative humidity on fuel cell 

performance at different operating temperatures and 

back pressures was explored using the polarization 

curves shown in Figures 8, 9, and 10. At low and 

medium fixed operating temperature and pressure, 

fuel cell performance increased significantly with 

increasing RH until high current density regions. At 

medium current density, the increase in RH led to 

better hydration in the membrane which improved 

membrane conductivity, allowing better proton 

transport through the membrane. In addition, the 

active surface area of the catalyst layer in the 

membrane electrode assembly (MEA) increased as a 

result of the increased hydration levels [5]. 

Consequently, reaction kinetics are enhanced, 

leading to improved performance. At high current 

density, reaction kinetics increases, causing higher 

water production. The combination of higher water 

production and higher relative humidity levels led to 

excess water retention in the membrane, effectively 

decreasing the porosity of the membrane due to 

flooding. More importantly, hydration has been 

known to increase the active surface area of the 

catalyst layer, but excessive hydration can 

inadvertently flood the active sites of the catalyst 

layer. As a result, there were adverse effects on 

performance with increasing RH at high current 

densities at low and medium fixed temperature and 

pressure.  

In comparison to the relative humidity effects on 

performance at high fixed temperature, the flooding 

effects of water in the membrane was mitigated 

which is shown with the overall increase in 

performance with increasing RH in Figure 10. This 

phenomenon is likely a result of the high operating 

temperature and greater water evaporation, which 

prevented flooding in the membrane. Hence, there is 

decreased mass transport losses and enhanced 

performance with increasing RH. Based on these 

results, increasing relative humidity is limited by 

water management issues in the fuel cell, such that 

flooding of water in the cell becomes an issue at 

some point. The most optimal operating conditions 

in these set of experiments was found to be 75% RH, 

25 psi, 74°C with the highest power density of 0.66 

mW/cm2. 

 

 
Figure 8. Polarization and power density curves for 

different RH at low fixed parameters of 50°C and 5 

psi.
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Figure 9. Polarization and power density curves for 

different RH at medium fixed parameters of 62°C 

and 15 psi. 

 

 
Figure 10. Polarization and power density curves for 

different RH at high fixed parameters of 74°C  

and 25 psi. 

 

3.4 Summary of Data 

To summarize the effects of each operating 

condition on fuel cell performance, the maximum 

power density was plotted as a function of each 

operating condition, shown in Figures 11, 12, and 13. 

To determine the most influential operating 

parameter, a ratio was developed between the 

percentage change in maximum power density 

divided by the percentage change of the varying 

operating parameter. This ratio is an unitless 

indicator of the operating parameter’s degree of 

influence on fuel cell performance. 

 
Figure 11. Maximum power density as a function of 

operating temperature. 

 

 
Figure 12. Maximum power density as a function of 

relative humidity. 

 

 
Figure 13. Maximum power density as a function of 

back pressure. 
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The degree of influence for each operating 

parameter (temperature, back pressure, relative 

humidity) on fuel cell performance is shown in 

Tables 2, 3, and 4. A positive degree of influence 

indicates an increase in performance with an increase 

in the operating condition, whereas a decrease in 

performance is denoted by a negative degree of 

influence. Operating temperature was found to have 

the highest degree of influence, indicating that 

operating temperature is most influential parameter 

on fuel cell performance.  

 

Table 2. Degree of influence of operating 

temperature on fuel cell performance for each level 

of fixed operating conditions. 

Degree of Influence (unitless) of Temperature  

5 psi, 25% RH -0.590 

15 psi, 55% RH 0.249 

25 psi, 25% RH 0.333 

 

Table 3. Degree of influence of back pressure on fuel 

cell performance for each level of fixed operating 

conditions. 

Degree of Influence (unitless) of Back Pressure 

50°C, 25% RH 0.058 

62°C, 55% RH 0.058 

74°C, 75% RH 0.218 

 

Table 4. Degree of influence of relative humidity on 

fuel cell performance for each level of fixed 

operating conditions. 

Degree of Influence (unitless) of Back Pressure 

50°C, 5 psi 0.097 

62°C, 15 psi 0.069 

74°C, 25 psi 0.081 

 

4. Conclusion  

In this study, the performance of a PEM fuel cell 

has been evaluated and optimized for varied 

operating conditions using the Scriber Model 850e 

fuel cell test system. Experimentation with various 

combinations of operating conditions have been 

conducted to observe and analyze the effects of 

operating temperature, relative humidity, and back 

pressure at low, medium, and high fixed operating 

parameters. The results garnered from the 

experimental runs have shown consistent increase in 

fuel cell performance with increasing back pressure. 

Increasing relative humidity seemed to have 

increased fuel cell performance with the exception at 

high current densities and low/medium temperatures, 

where performance drops due to excess water. 

Higher temperature was found to reduce the flooding 

effects of higher RH at high current densities. Fuel 

cell performance is generally enhanced as cell 

temperature increases, but there is a decrease in fuel 

cell performance when temperature increases from 

62°C to 74 °C at low pressure and low relative 

humidity primarily due to dehydration of the 

membrane at higher temperatures and low humidity 

levels, causing reduced membrane conductivity and 

greater ohmic losses. Overall, the greatest influential 

parameter to PEMFC performance was determined 

to be the operating temperature. Nevertheless, 

relative humidity and back pressure still have 

significant effects on the fuel cell performance as 

well. It was found that the optimal range of operating 

conditions is at the higher end of the spectrum for 

each parameter where the power outputs, shown by 

the power density curves, was highest at 74°C, 25 

psi, and 75% RH. The results will be used as a 

baseline to evaluate modified membranes to further 

enhance the fuel cell efficiency in future works.  
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Abstract 

The abundance of recent wildfires has caused a great need for fire retardants to prevent such disasters. 

Many fire-retardant mixtures exist, but a broad category of them are too toxic for the environment or are not 

applicable to our range of use to have wildfire-preventive practicalities. Halogenated flame retardants, usually 

containing bromine as the halogen, is one of such categories with great potency in preventing fires. It is usually 

not chemically bound to the coated material, which can lead to leakage to the environment and the potential to 

bioaccumulate within organisms and ultimately known to have adverse health effects in literature. As such, many 

studies have turned to safer alternatives such as phosphorus-based flame retardants. These compounds can act in 

the solid phase, causing the coated material to char to inhibit fueling of the flame or act in the gas phase, producing 

radicals that cool down the system. This paper highlights a phosphorus-based mixture that acts in the solid and 

gas phase along with results of several proposed mixtures that performed poorly in flameproofing the samples. 

The first mixture contained resorcinol (bis)-diphenyl phosphate (RDP), starch, xanthan gum (XG), and water. 

This produces a thick solution that was difficult to spray and had poor longevity as the samples were partially 

consumed when burnt after drying. The final mixture contained RDP, ammonium polyphosphate (APP), and (3S)-

cis-3,6-dimethyl-1,4-dioxane-2,5-dione lactide monomer (LM). This solution has low viscosity, exhibiting strong 

flame retardant performance even when dried. Pine branches and bushes were the primary samples for this 

experiment, and both control samples and coated samples were burned. The samples were additionally analyzed 

with Fourier-transform infrared spectroscopy (FTIR) to deduce the potential wettability of the mixture onto the 

surfaces after drying and burnt. 

 

Keywords: flame retardant, resorcinol (bis)-diphenyl phosphate (RDP), ammonium polyphosphate, lactide 

monomer, charring, gas-phase inhibition, cellulose 

 

 

1. Introduction 

California has experienced unprecedented 

wildfire activity in the past decade, with some of the 

state’s largest recorded fires occurring in 2017 and 

2018 [2]. Wildfires have the capability to inflict 

substantial health and economic damage. In the year 

2018, 106 people were killed, $32.2 billion were 

spent on health costs, and an additional $116 billion  

 

were lost both directly and indirectly from wildfire 

damage [9]. 

Flame retardants (FRs) are a mixture of 

compounds that can be applied onto combustible 

materials to render the material fireproof or at 

minimum hinder the spread of flames if the fire 

proves to be too powerful. Halogenated flame 

retardants, which used to see a variety of uses in 
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everyday life, are composed of reactive elements 

from Group 17, particularly bromine, as they form 

potent flame retardants. However, these chemicals 

are getting phased out in the recent decades due to 

their ability to bioaccumulate in organisms that 

breathe within the vicinity of the FR coated objects. 

The extensive damages of halogenated flame 

retardants are known to cause adverse health effects 

such as acting like endocrine disruptors or affecting 

reproduction and child development [7]. 

Distinguished under different categories, 

chemical composition of a flame retardant can range 

from having high toxicity to mild toxicity, with 

immense research being funded into developing 

novel mixtures with low toxicity to the environment. 

A major indication of success in a fire 

retardant acting in the solid-phase, alongside the self-

extinguishment of the flames, is the formation of a 

char layer on the sample. This char layer both blocks 

combustion reactions and acts as a heat barrier 

between the flame and the sample, keeping the flame 

from getting the fuel it needs to continue burning and 

preventing further degradation of the material [1]. On 

the other hand, gas-phase mechanisms work by 

releasing inert gases that dilute the concentration of 

fuel and oxygen, cooling down the system through 

endothermic decomposition, and producing 

compounds that trap flame-propagating radicals [4]. 

For this experiment, ammonium 

polyphosphate was used. This particular agent aids 

in char layer formation by linking phosphates to the 

ester group. The bonds present in an FTIR analysis 

show that these agents are active in char layer 

formation [5]. In addition, the compounds containing 

phosphorus must be active during sample 

combustion in order for the char layer to form. These 

phosphorus-containing compounds are generally 

required to be volatile for this to occur. [6] 

In a study conducted by He et al, it was 

proposed that wood impregnated with RDP and 

lactide monomer was able to create a material that 

was 14x stronger than the control wood and provided 

the highest flame retardant rating of V-0, performed 

according to UL-94 Vertical Flame Test standards 

[3]. Additionally, in a study conducted by Szolnoki 

et al, the proposition of RDP, a mainly gas-phase 

reagent, and APP, a solid-phase reagent, having 

synergistic effects when combined was tested and 

confirmed [8]. Having ingredients working in two 

phases appears to enhance the flame retardant 

mixture. This paves the way to our final successful 

mixture, which is the combination of RDP, APP, and 

lactide monomer dissolved in a water solution. 

Moreover, a previous non-published study 

conducted by a high school group under the 

mentorship of our current mentor, Miriam 

Rafailovich, produced a hydrogel containing RDP, 

starch, xanthan gum and water that was made for 

application on human skin to protect against fire. 

This mixture was believed to also have potential fire 

retardant properties on plants and as such, the batch 

was remade and tested for its effectiveness and 

compared to our final solution. 

 

2. Materials and Methods 

2.1. Preparation of RDP-Starch-XG Mixture 

The mixture of resorcinol (bis)-diphenyl 

phosphate (RDP) -starch-xanthan gum (XG) was 

prepared by measuring RDP and starch at a 3:7 ratio 

and separately measuring RDP and xanthan gum at a 

3:7 ratio with a mass balance. The two mixtures were 

thoroughly mixed within a Thinky Planetary 

Centrifugal Bubble-free Mixer at 2000 rpm in 15 

minute intervals with manual grinding with a mortar 

and pestle between each session for a total of 3 

intervals. 10 g of the RDP/starch mixture and 5 g of 

the RDP/XG mixture were then added into a beaker 

and filled to 500 mL with water. Heat was applied 

through a hot plate at 80 °C until fully dissolved. The 

final resultant mixture was 10% RDP/starch, 1% 

RDP/xanthan gum, 89% water. This solution was 
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thick with a viscosity similar to that of paint and was 

white and opaque. 

 

2.2. Preparation of RDP-APP-LM Mixture 

The mixture of RDP-APP-LM was prepared 

by using a ratio of 87 wt% distilled water, 5 wt% 

RDP, 5 wt% APP, and 3% lactide monomer. The 

lactide monomer and water were mixed into a 600 

mL beaker with heat applied through a hot plate until 

the solid lactide monomer fully dissolved 

(approximately 60 minutes). The mixture was 

periodically stirred. After all of the lactide monomer 

was dissolved, the RDP and APP were added, and the 

final solution was sonicated for 30 minutes. It should 

be noted that the initial plan for this mixture 

consisted of lower concentrations of RDP and APP, 

but these failed in the burn tests, so the concentration 

of the active flame retardant ingredients was raised 

to the values listed above. The overall weight 

percentages of the original mixture were 1% RDP, 

1% APP, and 3% LM. This solution was prepared in 

the same way as the higher concentration solution. 

The components of the RDP-APP-LM mixture were 

completely miscible, producing a low viscosity fluid 

close to water that was white and almost clear. 

 

2.3. Application Method 

Branch samples were cut from potted pine 

trees and had an average length of 25 cm. Bush 

samples were cut from potted bushes, and they had 

an average length of 20 cm. The bushes were burned 

in the dirt they were purchased in and were cut after 

burning. The fire retardant mixtures were applied to 

branch and bush samples by being sprayed with a 

YATTICH YT-191 paint sprayer until the samples 

were entirely covered by the mixture. 

 

 

 

2.4. Burn Tests 

Burn tests were conducted according to 

ASTM standard E3082-20 on several samples under 

different conditions: pine branches coated on the 

same day, coated branches dried overnight, and 

coated branches dried for several days. Bush samples 

were burned a day after coating, with one coated 

sample and one control. The effectiveness of the fire 

retardant was based on how well it visually resisted 

the flame and the speed at which the flames self-

extinguished after the burner’s flame was removed. 

In addition, after the fire was put out, the samples 

were inspected to observe if a char layer was formed. 

Quantitatively, self-extinguishing was defined as the 

flames on the sample extinguishing within 

approximately two minutes, with the fire noticeably 

getting weaker as time passed. Consequently, the 

samples that needed to be put out with water or were 

completely consumed were not self-extinguishing. 

The mechanisms of the burn tests included 

lighting the samples in the same spot and holding the 

flame there for 12 seconds. Once the 12 seconds had 

elapsed, the flame was removed and the branch was 

left to burn until it had self-extinguished, been 

consumed or water was used to put out the fire. Most 

of these tests were performed within a fume hood, 

with the larger samples being tested outside. Samples 

tested outside were placed in an aluminum tray to 

keep the flames contained. Samples that retarded the 

flames effectively, were saved to use in the Fourier 

Transform Infrared Spectroscopy tests. 

 

2.5. Fourier Transform Infrared Spectroscopy 

(FTIR) 

Several pine branch samples, as well as the 

bush samples, were analyzed under a Thermo 

Scientific Nicolet 6700 spectrometer  to characterize 

any chemical changes that may occur before and 

after the burn tests. The samples used were uncoated 
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pine, coated pine, and coated bush, with both burnt 

and unburnt sections of each sample for comparison. 

Samples were ground into powder, using a mortar 

and pestle. The powder was then placed on the oculus 

of the FTIR spectrometer. Once placed, the program 

to operate the FTIR spectrometer was initiated. This 

process was repeated with all available samples. 

 

3. Results 

3.1. Burn Tests 

Burn tests were performed over the course of 

several months. Many tests failed which led to new 

solutions being experimented with. A burn test was 

considered to have succeeded if the following criteria 

were met: the flame stopped spreading when the 

sample was removed from the flame, the sample 

stopped burning within 10 seconds of removal of the 

sample from the flame source, and the flames did not 

spread more than 1 inch from the area in contact with 

the flame. The original solution of RDP-starch-XG 

was determined to be inconsistent at protecting the 

samples, which can be seen in Figure 1, requiring 

thick coatings of solution and inability to maintain 

complete fire retardancy after drying. 

Figure 1. Burnt sample coated with RDP/starch/XG 

solution 

Likewise, the burn tests performed with the 

1% RDP/1% APP/3% LM mixture proved to be 

ineffective on branches, although it worked well on 

cotton balls. However, results differed when using 

the 5% RDP/5% APP/3% LM mixture. The mixture 

was first tested on pine branches that had the fire 

retardant applied only a short time before the test. 

The test itself involved both the coated sample and a 

control sample. The control sample was consumed 

completely. The coated sample, in contrast, self-

extinguished almost immediately and formed a small 

char layer in the place where the flame came in 

contact with the branch. 

The second test using the 5% RDP/5% 

APP/3% LM mixture was performed on pine 

branches that had the fire retardant applied several 

days prior to the actual test, long enough for the fire 

retardant to dry onto the branch. The test used both 

the coated branch and a control branch. Figure 2 

shows the results of this test where the left side 

depicts the control branch after the test, having been 

completely consumed, and the right side depicts the 

coated sample, which self-extinguished almost 

immediately and was only lightly charred after being 

pulled away from the flame. The dried pine branch 

had a noticeably larger amount of char when 

compared to the wet sample. 

Figure 2. Burnt branch sample without FR coat (left) 

and burnt branch sample with FR coat (right). 
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The next big test using the 5% RDP/5% 

APP/3% LM mixture was performed on bushes that 

had been coated in the fire retardant a few days 

before the test. This test was performed outside and 

used both a control and a coated bush sample. The 

results of this test are depicted in Figure 3. Figure 

3(A) depicts the control shortly after the flame was 

removed. Figure 3(B) depicts the control shortly 

before water was used to eliminate the flames, 

keeping the fire under control. Figure 3(C) depicts 

the coated bush shortly after the flame was removed. 

Figure 3(D) depicts the coated bush shortly after it 

self-extinguished. In this test, the control was 

completely consumed, whereas the bush that was 

coated in fire retardant self-extinguished after about 

10 seconds, leaving only a small char layer on the 

bush near where the flame was applied and where the 

flame spread before it self-extinguished. 

. 

 
Figure 3. 

A. Burnt bush sample without fire retardant (control) 

soon after ignition. 

B. Burnt bush sample without fire retardant (control) 

just before being extinguished with water. 

C. Burnt bush sample that was sprayed with fire 

retardant soon after ignition 

D. Burnt bush sample that was sprayed with fire 

retardant after self-extinguishing. 

3.2. FTIR 

The results from the FTIR can be found on 

Figure 4. Many leaves are naturally hydrophobic as 

a result of their chemical structure and composition. 

As such, wettability is a major factor in ensuring that 

the mixture can coat the leaves effectively. From the 

IR spectra of all four samples, there is a strong P-O 

double bond peak at the 960 cm-1 region as a result 

of the RDP and APP along with an enhanced peak in 

the 3200-3600 cm-1 indicating the potential for 

hydrogen bonding between the RDP and the 

cellulose from the plant. From this data, we can 

deduce that there is strong intermolecular adhesion 

between the active flame retardant ingredients and 

the plants. Furthermore, there is a more pronounced 

spike around 1000-1200 cm-1 range present in both 

the red and cyan lines, which are the burnt samples. 

These enhanced spikes possibly suggest that more 

phosphorus-oxygen bonds are formed during 

combustion and the potential mechanism and 

structure of the char formation, which could be 

phosphate ester-based. 

Figure 4. FTIR analysis of pre-burn and post-burn 

FR coated samples. 

Red and cyan lines were of burnt samples. 

Green and purple were of unburnt samples. 
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4. Discussion 

Analysis of the burns tests indicates that at a 

concentration of 5% APP/5% RDP/3% RDP, the 

resultant solution is able to most effectively fireproof 

trees and plants. It was able to self-extinguish the 

burning plant samples after being dried overnight at 

ambient room conditions. Unsurprisingly, all of the 

produced solutions were most effective when the 

samples were burnt immediately after coating with a 

FR. 

According to the Material Safety Data Sheet 

(MSDS) for Fyrolflex RDP, the aquatic toxicity of 

RDP in water for fish is >100 mg/L, or >0.1 g/L. The 

solution used in this experiment uses 5 grams per 100 

mL, or 50 g/L. This means that this particular 

concentration is too high to be sprayed into 

waterways, but is still acceptable for use over forests, 

as potential fire retardant runoff will be significantly 

diluted to minimally impact aquatic life if it ever 

reaches a river or pond. In regard to material toxicity, 

RDP is readily biodegradable, meaning that it poses 

no threats to soil. Ammonium polyphosphate 

contains nitrogen and phosphorus, making it an 

effective fertilizer and is already being used as the 

primary flame retardant ingredient in the commercial 

product, Phos-Chek. Lactide is an enhancement 

additive and considered to be non-toxic and 

harmless. 

From the commercial perspective, the final 

mixture has potential to be superior to Phos-Chek as 

they use only APP as the primary flame retarding 

reagent along with several miscellaneous additives 

that are trade secrets. The synergistic effect of adding 

RDP, which acts in the gas-phase, allows for two 

phases of preventative action together with APP, 

which acts in the solid-phase, against an impending 

flame. Additionally, for the manufacturer, the 

simplicity in making the solution, which only 

includes one stage of heating and one stage of 

sonication to dissolve the ingredients makes it viable 

to produce at the industrial scale and ultimately only 

includes three ingredients with the fourth being water 

for dilution. 

 

5. Conclusion 

In this study, we investigated the 

effectiveness of two different fire retardant mixtures 

on preventing the spread of fire on branches and 

bushes. From our tests, it was determined that the 

RDP-APP-LM mixture was a successful fire 

retardant. The concentration was likely higher than 

necessary for a successful test. As such, lower 

concentrations of the fire retardant components can 

be tested to figure out an optimal balance. The RDP-

starch-XG solution was not consistent enough to be 

considered successful for widespread usage, while 

the RDP-APP-LM solution produced the desired 

char layer on the burnt samples and meets the 

environmental standards for an ideal wide-use fire 

retardant solution. 

Future experiments could investigate the 

effects of the fire retardants on plant growth. 

Additional thermal tests, such as thermogravimetric 

analysis (TGA) or finding the Limiting Oxygen 

Index (LOI), and scanning electron microscope 

imaging can also be performed to augment the data. 

Optimization of the ratios in the flame retardant to 

minimize material waste and finding additives that 

can further enhance the effectiveness of the flame 

retardant is always beneficial. Finally, comparative 

results with the commercial product, Phos-Chek, 

would provide valuable insight on how well our 

composition holds up against what is already on the 

market.  
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